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Introduction

The year 1982 saw the publication of The Mental Representation of Gram-
matical Relations, the first collection of papers on the theory of Lexical-
Functional Grammar. Since the publication of that volume, the growing
body of work within the LFG framework has shown the advantages of an
explicitly formulated, non-transformational approach to syntax, and the
influence of this theory has been extensive. LFG is particularly distin-
guished by its use of formally different representations for linguistically
different kinds of information, and we believe that this is one important
factor that has enabled LFG to provide new insights into linguistic struc-
ture. These insights have in turn shaped the theory in both formal and
substantive ways.

Unfortunately, however, many of the developments in the formal the-
ory of LFG since the publication of the 1982 volume have not been readily
available to a wide audience. Many papers elaborating new proposals have
appeared only in conference proceedings or as technical reports, or have
never been published at all. It has been difficult for the larger linguistic
community to learn about and make use of the advances that have been
made.

As a partial remedy to this situation, we have pulled together into a
single volume a set of papers by ourselves and our colleagues that address
some of the developments of the past years. This book outlines work in
formal issues in LFG theory in the twelve year period from 1982 to 1994.
We have included papers on a range of topics that have been central in
LFG research during this period. In particular, we have tried to include
those papers which have been most influential as well as those that have
previously been most inaccessible.

Each section of this book contains papers that address a central issue
in the development of the theory. We have provided an introduction to
each section to give a sense of the historical context in which these papers
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x / INTRODUCTION

were written and to make clear how the papers fit in with other work in
LFG and other frameworks before and since they were written.

Part I of the book, "Formal Architecture", reproduces the Kaplan
and Bresnan paper "Lexical-Functional Grammar: A Formal System for
Grammatical Representation" from the original 1982 volume. Since that
volume is now out of print, we thought it useful to include this pa-
per, both as an overview of the original LFG theory and as a backdrop
against which later developments can be viewed. The other paper in
Part I, Kaplan's "The Formal Architecture of Lexical-Functional Gram-
mar" , gives an overview of the current state of LFG formal theory and
provides a preview of the material covered in more detail in the remainder
of the book.

Among the advances in the theory of functional structure since the
publication of the 1982 volume is the ability to characterize nonlocal
relations between f-structures, allowing for a formally well-defined treat-
ment of long-distance dependencies and constraints on anaphoric binding.
Part II of the book, "Nonlocal Dependencies", details the developments
of this aspect of the theory, including an account of the interaction of co-
ordination with long-distance relations. More recently, work on anaphoric
binding by Strand (1992) and Culy, Kodio, and Togo (1995) and on the
interpretation of wh-in-situ by Huang (1993) has built on these formal
developments, applying them in new ways and to new sets of data.

Earlier work within LFG on the word order and constituency puz-
zles in Dutch and other Germanic languages (e.g., Bresnan et al. 1982)
showed the success of an approach relying on the explicit separation of
different kinds of syntactic information into distinct modules. The pa-
pers in Part III of this volume, "Word Order", chronicle more recent
explorations of word order, constituent structure, and the constituent
structure/functional structure interface. These papers examine word or-
der constraints that are definable in terms of functional relations and
the functional structure/constituent structure interface. A new formal
device called functional precedence is proposed to characterize relatively
minor interactions involving information that is expressed most naturally
in these different representations.

Part IV of this volume, "Semantics and Translation", assembles work
on the relation of syntactic structure to semantic form, representing and
relating the various kinds of linguistic information by means of the pro-
jection architecture. The work presented in that section addresses issues
that have also been raised by other researchers, in particular by Andrews
and Manning in their 1993 paper "Information spreading and levels of
representation in LFG".

From its inception, the theory of LFG has been concerned with psy-
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cholinguistic and computational issues of processing, and the original 1982
volume contained a number of papers addressing these topics. More
recent developments concerning formal characterization, computational
complexity, and processing strategies are treated in Part V of the book,
"Mathematical and Computational Issues". These papers help to estab-
lish a deeper understanding of the LFG formalism and related systems
and to outline a space of efficient implementation possibilities. Recent
studies on psycholinguistics and language acquisition relying on LFG the-
ory have also been conducted by Pinker and his colleagues (Pinker 1989a,
Pinker 1989b, Gropen et al. 1991).

A large and varied body of linguistic work has grown up in the years
since the introduction of the theory of LFG. In the following we will
attempt to give brief mention of some of the research that is not described
in detail elsewhere in this volume. It is of course impossible to do justice to
all of this work in this small space, and so in doing this, we risk neglecting
important contributions to the theory. We hope our readers will forgive
us for the incompleteness of this summary.

One major focus of work in LFG theory in recent years is the study
of the relation between syntactic structure and argument structure. Be-
ginning with Levin's 1986 dissertation Operations on lexical forms: Un-
accusative rules in Germanic languages, this research has focused on the
connection between thematic argument structure and grammatical func-
tions, and has attempted to discover the generalizations by which the two
are related.

Bresnan and Kanerva continued this work in their 1989 paper "Loca-
tive inversion in Chichewa: a case study of factorization in grammar",
in which they proposed a decomposition of the grammatical functions
SUBJ, OBJ, OBL, and so on into a set of more basic features, analogous to
the decomposition of phonemes into phonological features. Grammatical
functions continue to be "primitives" of the theory in that they are not
definable in terms of concepts from other levels of linguistic structure,
such as phrase structure or thematic structure. However, grammatical
functions are no longer seen as atomic entities, but instead are composed
of more primitive elements which organize the grammatical functions into
natural classes. On this view of mapping theory, the primitive features
are associated with thematic roles, and the array of grammatical func-
tions subcategorized by a predicate is deduced. A similar approach was
followed by Alsina and Mchombo in their 1990 paper "The syntax of ap-
plicatives in Chichewa: Problems for a theta theoretic asymmetry" and
by Bresnan and Moshi in their 1990 paper "Object asymmetries in com-
parative Bantu syntax", which outlined a theory of linking for "applied"
arguments such as benefactives and instrumentals. Linking of causatives
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was treated by Alsina (1992), and a complete theory of predicate linking—
similar to Bresnan and Kanerva's, but with important differences—was
proposed by Alsina in his 1993 dissertation Predicate composition: A The-
ory of Syntactic Function Alternations. Other recent work on linking can
be found in Mchombo (1993), drawing on Bantu languages, and in Austin
(1995) on Australian.

The problem of linking between thematic roles and grammatical func-
tions has been dealt with in various other ways, in particular in the analy-
sis of complex predicates. These constructions seem to exhibit both mon-
oclausal and biclausal properties. Butt, Isoda, and Sells discussed Urdu
complex predicates in their 1990 paper "Complex predicates in LFG".
They observed that complex predicates provide a challenge for most syn-
tactic theories because they violate their basic architectural assumptions.
Manning's 1992 paper "Romance is so complex" discussed formal issues in
complex predicate linking in Romance languages. The analysis of Urdu
complex predicates is dealt with more fully in Butt's 1993 dissertation
Complex predicates in Urdu. She provides a theory of linking between
grammatical functions and argument positions in a Jackendoff-style the-
matic role representation.

Research into the nature of unaccusativity has been presented in a
series of papers by Zaenen. This work is summarized in her 1993 pa-
per "Unaccusativity in Dutch: An integrated approach". Unaccusativity
provides important insights into the nature of the relationship between
thematic roles and grammatical functions, and in particular about how
thematic roles can affect syntactic realization. In their 1990 paper "Deep
unaccusativity in LFG", Bresnan and Zaenen propose a theory of linking
that accounts for the phenomenon of deep unaccusativity in a principled
way without relying on otherwise unmotivated levels of syntactic repre-
sentation.

The phenomenon of locative inversion also provides clues as to how
arguments with different thematic roles can be syntactically realized.
Bresnan proposed a theory of locative inversion in her 1991 paper "Loca-
tive case vs. locative gender", showing among other things that a view
on which grammatical functions are defined in terms of a thematic role
hierarchy is untenable. Her 1994 paper "Locative inversion and the ar-
chitecture of universal grammar" provides elaborations and extensions of
that theory.

Other important research into linking theory has been conducted by
Laczko in his 1994 dissertation Predicates in the Hungarian Noun Phrase,
by Ackerman in his 1995 paper "Systemic patterns and lexical representa-
tions: analytic morphological words", and by Bodomo in his dissertation
Complex Verbal Predicates, in preparation. Related work is presented in
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dissertations by Manning (1994) and by T. Mohanan (1990) and in work
by Ackerman and LeSourd (1995) and Ackerman and Webelhuth (1995).

A major focus of work in LFG from the beginning has been lexical
integrity and the various levels at which wordhood can be defined. Recent
work on this topic includes Matsumoto (1992), Bresnan and Mchombo
(1995), and Sells (1995).

Another line of investigation in LFG has dealt with the phenomena
of agreement and apparent "null pronominals" cross-linguistically. The
appearance of Bresnan and Mchombo's 1987 paper "Topic, pronoun, and
agreement in Chichewa" constituted an important step in clarifying these
issues; Bresnan and Mchombo showed that a clean account of pronom-
inalization in Chichewa and other Bantu languages can be obtained by
assuming that null pronominals are syntactically represented at functional
structure but not in the constituent structure. Related work has been con-
ducted by Demuth and Johnson (1989), Andrews (1990b), Uyechi (1991),
and Nordlinger (1995b).

In recent years there has also been work exploring constituent struc-
ture and its independence from functional structure. Progress on these is-
sues has been reported in recent dissertations by Kroeger (1991) and King
(1993), by Austin and Bresnan in their 1995 paper "Non-configurationality
in Australian Aboriginal languages", and by Bresnan in her 1995 paper
"Morphology competes with syntax: Explaining typological variation in
weak crossover effects".

Another new development in the formal theory of LFG came with the
introduction of the restriction operator by Kaplan and Wedekind (1993).
The restriction operator allows reference to subparts of f-structures by
explicitly "removing" one or more attributes from an f-structure; for in-
stance, it is possible to refer to an f-structure for a noun phrase with the
CASE attribute and its value removed. Though the full range of poten-
tial uses for this operator is as yet not fully understood, some work—for
example, work on type-driven semantic interpretation by Wedekind and
Kaplan (1993)—has already begun to take advantage of its properties.

Other recent work explores semantic composition and the syntax-
semantics interface. Dalrymple, Lamping, and Saraswat (1993) proposed
a deductive approach to assembly of meanings that relies on the projection
architecture to specify the correspondence between an f-structure and its
meaning. The use of linear logic as a 'glue' for assembling meanings gives
a clean treatment of a range of phenomena including modification, com-
plex predicate formation (Dalrymple et al. 1993), and quantifier scoping,
bound anaphora and their interactions with intensionality (Dalrymple et
al. 1994).

In the years since its introduction, LFG theory has been applied to
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the description and analysis of a large variety of languages. Though the
following is far from an exhaustive list, we would like to draw attention
to some studies of languages that are not specifically mentioned else-
where in this book: work on Arabic (Fassi-Fehri 1981, Wager 1983, Fassi-
Fehri 1988), Bangla (Klaiman 1987a, Sengupta 1994), Basque (Abaitua
1988), Chinese (Her 1990, Tan 1991, Huang 1990, Huang 1991), Cree
(Dahlstrom 1986), Finnish (Nino 1995), French (Hanson 1987, Schwarze
1988, Frank 1990), Icelandic (Andrews 1990a), Japanese (Ishikawa 1985,
Saiki 1986, Saiki 1987, lida 1987), Korean (Cho 1985, Hong 1991, Cho and
Sells 1995), Malay (Alsagoff 1991), Malayalam (Mohanan 1983), Marathi
(Joshi 1993), Modern Irish (Andrews 1990b), Norwegian (Rosen 1988,
L0drup 1991, L0drup 1994, Kinn 1994), Old English (Allen 1995), Russian
(Neidle 1988), Sanskrit (Klaiman 1987b), Serbo-Croatian (Zee 1987), Tai-
wanese (Huang 1992), Turkish (Giingordu and Oflazer 1994), Wambaya
(Nordlinger 1995a), and Warlpiri (Simpson and Bresnan 1983, Simpson
1991).

This volume has been long in the making, and its existence is due
to the hard work of many people. We are especially grateful to Maria-
Eugenia Nino for her superb job of editing the volume and constructing
the indexes. Chris Manning, Christian Rohrer, Jiirgen Wedekind, and
Paula Newman proofread and corrected several of the papers and intro-
ductions; they and Joan Bresnan also made valuable organizational sug-
gestions. The cover art was produced at Xerox Palo Alto Research Center
by Steve Wallgren. We are also grateful for the expert editorial advice
and assistance of Dikran Karagueuzian, Tony Gee, and Emma Pease and
for the unstinting support, technical and otherwise, of Jeanette Figueroa.
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Part I

Formal Architecture

The formal architecture of Lexical-Functional Grammar developed in
the late 1970s and was first described in detail by Kaplan and Bresnan
(1982). The theory, which was motivated by psycholinguistic consider-
ations, brought together several ideas that emerged from computational
and linguistic investigations carried out in the early 1970s. As an intro-
duction to the papers in this section, we provide a brief history of some
formal notions that are most central to the LFG architecture. Some of
these ideas have appeared in other modern syntactic theories and are now
quite familiar, but their origin in the work leading up to LFG may not be
so well known.

One set of concepts evolved from earlier work with the Augmented
Transition Network (ATN) grammatical formalism (Woods 1970). Aug-
mented transition networks had become a standard technology for con-
structing natural language analysis programs (e.g. Woods et al. 1972), and
they had also served as a basis for the first computationally explicit mod-
els of human language performance (Kaplan 1972; Wanner and Maratsos
1978). In contrast to transformational grammar of the late 1960s, an
ATN assigns only two levels of syntactic representation to a sentence,
simulating the surface and deep phrase-structure trees without depend-
ing on the intermediate structures of a transformational derivation. The
surface structure tree corresponds to a recursive sequence of transitions
that traverses the string of words. Underlying information is accumu-
lated during this traversal by arbitrary operations acting on the contents
of a set of named 'registers', and this information is used at the end of
the traversal to construct the deep structure tree. Kaplan, Wanner, and
Maratsos argued that the ATN's surface-directed recovery of underlying
relations could serve as a natural basis for competence-based models of
psycholinguistic performance.

Kaplan observed that the ATN framework itself provided no particular
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motivation for encoding underlying grammatical relations in tree-shaped
structures (Kaplan 1975a, 1975b). All the underlying information was
already available in the hierarchy of register contents; tree construction
was merely a complicated way of presenting that information in a form
familiar to linguists. As a simpler and more convenient but theoretically
sufficient alternative, Kaplan (1975a, 1975b) proposed reifying the hier-
archy of register names and values and letting them serve directly as the
underlying syntactic representation. These hierarchical attribute-value
structures later became the functional structures of LFG and the fea-
ture structures of Functional Unification Grammar (Kay 1979) and other
syntactic formalisms.

As the theoretical significance of the registers increased, the operations
for setting and manipulating their contents required much closer examina-
tion. The register operations in the original ATN treated registers merely
as temporary stores of useful information that could be modified at any
moment, much like variables in ordinary programming languages. The
ability to make arbitrary changes to register contents was a crucial aspect
of some of the early ATN analyses (for example, of the English passive
and dative alternations). But these analyses were later shown to miss
certain linguistic generalizations, and the content-changing power made
it difficult to give a restricted formal characterization of the system and
made it difficult to implement certain processing strategies.

Taking these considerations into account, Kaplan (1976) suggested a
strong limitation on the power of the register-setting operations: that
they be allowed only to augment a given register with features that are
consistent with information already stored there. This led to a new inter-
pretation of the grammar's register-setting specifications: they could be
viewed not as ordered sequences of operations to be performed but as sets
of constraints on the values that the registers must have when an analysis
is complete. Kaplan (1976) argued that well-formedness should be defined
in terms of the satisfiability of descriptions, not in terms of the end-state
of some sequence of computations. This idea shows up in LFG in the
notions of functional description and the model-based interpretation of
constraints. The restriction to only compatible feature assignments was
also the basis of the unification operation in Kay's FUG and the theories
that FUG influenced, although the value of model-based interpretation
was more slowly recognized in the unification tradition.

Thus a number of important formal and computational advances had
been made by the mid-1970s, but a coherent linguistic theory had not
yet emerged. One problem was that the desirable limitations on register
operations removed some of the power that had been essential to certain
ATN analyses, and it was difficult to find alternative treatments using
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only the restricted machinery. The solution to this problem came from
developments that had been taking place in the transformational tradi-
tion.

Bresnan and others had been studying a number of difficulties that
had emerged in the transformational approach to certain linguistic phe-
nomena (Bresnan 1976a, 1976b, 1977). She was also concerned that there
was little or no connection between the formal aspects of transformational
grammar and the observable properties of human language performance.
Early experiments suggesting a direct link between competence and per-
formance (e.g. Miller 1962) had been undermined both by theoretical
revisions and by later experiments, and in the early 1970's the Deriva-
tional Theory of Complexity was largely abandoned (Fodor, Bever, and
Garrett 1974). Bresnan felt that restricting the power of the transforma-
tional apparatus might resolve many outstanding linguistic issues while
at the same time providing for a psychologically more realistic model of
grammar (Bresnan 1977). As one step in this direction, she proposed
using lexical redundancy rules to characterize certain kinds of systematic
dependencies (such as the active/passive and dative alternations). That
line of research came into contact with the ATN tradition in 1975 at an
AT&T-sponsored workshop on language and cognitive processing orga-
nized at MIT by George Miller and Morris Halle. Bresnan and Kaplan
each participated in that workshop, with Bresnan presenting her work
on transformational grammar and lexical rules and Kaplan and Wanner
presenting their work on ATN-based computational psycholinguistics.

Despite the different approaches they had been pursuing, it became
apparent that Bresnan and Kaplan shared mutual goals. Bresnan's paper
"A Realistic Transformational Grammar" outlined the first attempts at
relating the two different traditions. This paper appeared in the volume
Linguistic theory and psychological reality, which was an outgrowth of
the workshop. Prom the computational side, Bresnan's work on lexical
redundancy rules provided the missing ingredient for reestablishing the
linguistic analyses that had been lost in the restriction of the ATN for-
malism. From the linguistic side, the ATN work showed that a coherent
and psycholinguistically interesting formalism could be constructed even
in the limit when all conventional transformations had been eliminated.
From this initial encounter, Bresnan and Kaplan developed a sense of
common interests and an enthusiasm for synthesizing the best features of
the two different approaches.

In 1977, at the Fourth International Summer School in Computational
Linguistics in Pisa, Bresnan and Kaplan continued their efforts to develop
a mathematically precise theory that would provide for the statement of
linguistically significant generalizations, support effective computational
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implementations, and serve in concrete models of human linguistic per-
formance. This work came to fruition in 1978 at MIT, when Bresnan and
Kaplan co-taught a course in computational psycholinguistics in which
the theory of LFG was developed and presented in more or less its cur-
rent form; it was in teaching this course that the real abstractions and
generalizations emerged that still characterize the theory of LFG.

Over the course of the following year, Kaplan and Bresnan extended
this work in a number of ways, producing as an overview paper the second
paper in this section, "Lexical-Functional Grammar: A Formal System for
Grammatical Representation". This paper appeared in the 1982 volume
The Mental Representation of Grammatical Relations, edited by Bresnan;
since the volume is now out of print, we have included this seminal paper
in this collection. The 1982 volume included other papers, by Andrews,
Bresnan, Grimshaw, Levin, Neidle, and Mohanan, that applied the newly
defined formalism to a range of linguistic phenomena. Papers by Bresnan,
Ford, Kaplan, and Pinker explored the theory's implications for the psy-
cholinguistic processes of comprehension, production, and acquisition.

In the first paper in this section, "The Formal Architecture of Lexical-
Functional Grammar", Kaplan reviews and states more explicitly the ar-
chitectural principles that were first set forth in the 1982 paper. He also
outlines how the formal architecture has evolved since the earlier publi-
cation. These developments are aimed at providing clean and intuitive
treatments of a wide variety of linguistic phenomena.
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The Formal Architecture of
Lexical-Functional Grammar
RONALD M. KAPLAN

Abstract. This paper describes the basic architectural concepts that
underlie the formal theory of Lexical-Functional Grammar. The LFG
formalism, which has evolved from previous computational, linguistic,
and psycholinguistic research, provides a simple set of devices for describ-
ing the common properties of all human languages and the particular
properties of individual languages. It postulates two levels of syntactic
representation for a sentence, a constituent structure and a functional
structure. These are related by a piecewise correspondence that per-
mits the properties of the abstract functional structure to be defined in
terms of configurations of constituent structure phrases. The basic archi-
tecture crucially separates the three notions of structure, structural de-
scription, and structural correspondence. This paper also outlines some
recent extensions to the original LFG theory that enhance its ability to
express certain kinds of linguistic generalizations while remaining com-
patible with the underlying architecture. These include formal variations
in the elementary linguistic structures, in descriptive notation, and in the
arrangement of correspondences.

1 Introduction
Since it was first introduced by Kaplan and Bresnan (1982), the formalism
of Lexical-Functional Grammar has been applied in the description of a
wide range of linguistic phenomena. The basic features of the formalism
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are quite simple: the theory assigns two levels of syntactic representation
to a sentence, the constituent structure and functional structure. The
c-structure is a phrase-structure tree that serves as the basis for phono-
logical interpretation while the f-structure is a hierarchical attribute-value
matrix that represents underlying grammatical relations. The c-structure
is assigned by the rules of a context-free phrase structure grammar. Func-
tional annotations on those rules are instantiated to provide a formal de-
scription of the f-structure, and the smallest structure satisfying those
constraints is the grammatically appropriate f-structure.

This formal conception evolved in the mid-1970's from earlier work
in computational and theoretical linguistics. Woods' (1970) Augmented
Transition Networks demonstrated that a direct mapping between su-
perficial and underlying structures was sufficient to encode the discrep-
ancy between the external form of utterances and their internal predicate-
argument relations. ATN grammars followed transformational grammar
in using the same kind of mathematical structure, phrase-structure trees,
as both surface and deep grammatical representations. Kaplan (1975)
noticed that the strong transformational motivation for this commonality
of representation did not exist in the ATN framework. Inputs and out-
puts of transformations had to be of the same formal type if rules were to
feed each other in a derivational sequence, but a nonderivational approach
imposed no such requirement. Thus, while hierarchical and ordered tree
structures are suitable for representing the sequences of surface words and
phrases, they are not particularly convenient for expressing more abstract
relations among grammatical functions and features. Although the fact
that. John is the subject in John saw Mary can be formally represented
in a tree in which John is the NP directly under the S node, there is
no explanatory advantage in using such an indirect way of encoding this
simple intuition. Kaplan (1975) proposed hierarchical attribute-value ma-
trices, now familiar as f-structures, as a more natural way of representing
underlying grammatical relations.

The ATN register setting operations enabled explicit reference to la-
bels like Subject and Object. They were originally used to manipulate the
temporary information that accumulated during the course of analyzing
a sentence and which was reorganized at the end to form a traditional
transformational deep structure. Kaplan (1975) saw no need for that re-
organization, since the accumulated registers already contained all the sig-
nificant grammatical information. But this change in register status from
merely being a repository of necessary bookkeeping information to being
the major target of linguistic analysis had far-reaching consequences. The
exact nature of the register setting and accessing operations became is-
sues of major theoretical importance, and theoretical commitments were
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also required for the particular configurations of register contents that
the grammar associated with individual sentences. The LFG formalism
emerged from a careful study of questions of this sort. The accumulated
register information was formalized as monadic functions defined on the
set of grammatical relation and feature names (SUBJ, OBJ, CASE), and the
ATN computational operations for manipulating these functions evolved
into the equational specifications in LFG's functional descriptions.

This formal machinery has served as backdrop for and has been refined
by substantive investigations into the common properties of all human
languages and the particular properties of individual languages. Early
investigations established, for example, the universal character of gram-
matical functions like subject and object, general principles of control
and agreement, and basic mechanisms for expressing and integrating lex-
ical and syntactic information (see Bresnan 1982a,c; Bresnan and Kaplan
1982; Kaplan and Bresnan 1982; and other papers in Bresnan 1982b).
These studies and more recent results have offered strong support for the
general organization of the theory, but they have also uncovered prob-
lems that are difficult to handle in the theory as originally formulated.
Thus, a number of extensions and revisions to LFG are currently un-
der consideration, dealing with long-distance dependencies, coordination,
word-order, and semantic and pragmatic interpretation. Some of these
proposals may seem at first sight like radical departures from the details
of traditional LFG. But the LFG formalism as presented by Kaplan and
Bresnan (1982) was an expression of a general underlying architectural
conception, and most recent proposals remain quite compatible with that
basic perspective.

That underlying architecture is the focus of the present paper. In the
first section I review and explicate the fundamental notions that guided
the development of the LFG formalism. These ideas provide a general
view of the way in which different properties of an utterance can be repre-
sented and interrelated, and how constraints on those representations can
be expressed. The second section surveys some of the recently proposed
extensions to LFG, suggesting that they can be regarded as variations on
the basic architectural theme.

2 Fundamental notions: Structures, descriptions,
and correspondences

LFG posits two levels of syntactic representation for a sentence, and, as
indicated above, these are of different formal types. This is a fundamen-
tal architectural presupposition of LFG and is the main point of depar-
ture for understanding the theory's formal organization. These different
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representations reflect the fact that there are different kinds of informa-
tional dependencies among the parts of a sentence, and that these are
best expressed using different formal structures. The goal is to account
for significant linguistic generalizations in a factored and modular way by
means of related but appropriately dissimilar representations.
Elementary structures. We start with the simplest mathematical no-
tion of a structure as a set of elements with some defined relations and
properties. The strings that make up a sentence such as (1) are a trivial
example: the elements of the set are the words and immediate precedence
is the only native relation. The looser nonimmediate precedence relation
is specified indirectly, as the transitive closure of immediate precedence.

(1) I saw the girl.

The phrase structure tree representing surface constituency configurations
(2) is a slightly more complex example. The elements of this structure are
nodes which are labeled by parts of speech and abstract phrasal categories
and satisfy native relations of precedence (a partial order in this case) and
immediate domination.

(2)

N V NP

I I /\
I saw Det N

I I
the girl

To put it in more explicit terms, a tree consists of a set of nodes N related
by a labeling function A that takes nodes into some other finite labeling
set L, a mother function M that takes nodes into nodes, and a partial
ordering <:

(3) N: set of nodes, L: set of category labels
M : N - > N
< C NX N
A: N - > L

LFG admits only nontangled trees: for any nodes n\ and n2, if
M(ni) < M(n2), then n\ < n2.

Our third example is the functional structure illustrated in (4), which
explicitly represents the primitive grammatical relations of subject, pred-
icate, and object, as well as various kinds of agreement features.
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(4) TPRED 'pro' "
SUBJ PBRS 1

LNUM SG J
TENSE PAST

PRED 'see{(f SUBJ),

'PRED 'girl'
DBF +
PERS 3
NUM SG

OBJ))'

OBJ

F-structures are defined recursively: they are hierarchical finite functions
mapping from elements in a set of symbols to values which can be symbols,
subsidiary f-structures, or semantic forms such as 'see<SUBJ, OBJ>'. The
set of f-structures F is characterized by the following recursive domain
equation:

(5) A: set of atomic symbols, S: set of semantic forms
F ^ A - ^ F U A U S )

In effect, the only defining relation for f-structures is the argument-value
relation of function application.
Descriptions of structures. Given a collection of well-defined structure-
types whose defining relations can represent various kinds of linguistic
dependencies, the problem of grammatical analysis is to ensure that all
and only the appropriate structures are assigned to the sentences of the
language. Structures can be assigned by constructive or procedural meth-
ods, by a set of operations that either analyze the properties of a string
and build appropriate abstract representations that are consistent with
these properties (as in the ATN approach) or that synthesize an abstract
structure and systematically convert it to less abstract structures un-
til the string is reached (the canonical interpretation of a transforma-
tional derivation). Alternatively, structures can be assigned by descrip-
tive, declarative, or model-based methods. In this case, the properties of
one structure (say, the string) are used to generate formal descriptions
of other representations, in the form of a collection of constraints on the
defining relations that those structures must possess. There are no oper-
ations for building more abstract or more concrete representations—any
structures that satisfy all the propositions in the description are accept-
able. These are the description's models.

The descriptive, model-based approach is, of course, the hallmark of
LFG. This is motivated by the fact that particular properties of other rep-
resentations are not neatly packaged within particular words or phrases.
Rather, each word or phrase provides only some of the information that
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goes into defining an appropriate abstract representation. That infor-
mation interacts with features of other words to uniquely identify what
the abstract properties must be. The constraints on grammatical rep-
resentations are distributed in partial and piecemeal form throughout a
sentence—this is a second architectural presupposition of LFG theory.
The descriptive method accommodates most naturally to this modular
situation, since partial information can be assembled by a simple con-
junction of constraints that can be verified by straightforward satisfiabil-
ity tests.

We implement the descriptive approach in the most obvious way: a
description of a structure can consist simply of a listing of its defining
properties and relations. Taking a more formal example, we can write
down a description of a tree such as (6) by introducing names (ni, n-z
etc.) to stand for the various nodes and listing the propositions that
those nodes satisfy. For this tree, the mother of n% is n\, the label of n\
is A, and so forth. A complete description of this tree is provided by the
set of equations formulated in (7):

(6) nj:A

(7) M(n2) = ni M(n4) = n3

A(ni) = A M(n5) = n3

A(n2) = B A(n4) = D
M(n3) = ni A(n5) = E
A(n3) = C 7i4 < n5

ni < 713

This description is presented in terms of the tree-defining properties and
relations given in (3).

We can also write down a set of propositions that a given f-structure
satisfies. For the f-structure in (8), where the names ft are marked on the
opening brackets, we note that f\ applied to q is the value /2, /2 applied
to s is t, and so forth.

(8) F_ ,..fs t•'[1 ']]
Using LFG's parenthetic notation for function application as defined in
(9), the constraints in (10) give the properties of this f-structure.
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(9) (f a) = v iff <a v> € f, where f is an f-structure and a is an
atomic symbol

(10) ( / iq)=/2

(h «) = t
(/2 u) = v
(A w) = x

Structures can thus be easily described by listing their properties and
relations. Conversely, given a consistent description, the structures that
satisfy it may be discovered—but not always. For the simple functional
domain of f-structures, descriptions that involve only equality and func-
tion application can be solved by an attribute-value merging or unification
operator, or other techniques that apply to the quantifier-free theory of
equality (e.g. Kaplan and Bresnan 1982). But allowing more expressive
predicates into the description language may lead to descriptions whose
satisfiability cannot be determined. For example, I discuss below the
proposal of Kaplan and Zaenen (1989b) to allow specifications of regu-
lar languages to appear in the attribute position of an LFG function-
application expression. Their notion of functional uncertainty permits a
better account of long-distance dependencies and other phenomena than
the constituent-control theory of Kaplan and Bresnan (1982) provided.
Kaplan and Maxwell (1988a) have shown that the satisfiability of uncer-
tainty descriptions over the domain of acyclic f-structures is decidable, but
the problem may be undecidable for certain types of cyclic f-structures
(e.g. those that also satisfy constraints such as (/ x)=/). This example in-
dicates the need for caution when adding richer predicates to a descriptive
formalism; so far, however, theoretically interesting description-language
extensions have been well-behaved when applied in linguistically reason-
able structural domains.

A set of propositions in a given structural description is usually sat-
isfied by many structures. The description (7) is satisfied by the tree (6)
but it is also satisfied by an infinite number of larger trees (e.g. (11)). It is
true of this tree that the mother of ng is ni and, indeed, all the equations
in (7) are true of it. But this tree has nodes beyond the ones described
in (7) and it satisfies additional propositions that the tree in (6) does not
satisfy.
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(11) X

n5:E

In general, structures that satisfy descriptions form a semi-lattice that is
partially ordered by the amount of information they contain. The minimal
structure satisfying the description may be unique if the description itself
is determinate, if there are enough conditions specified and not too many
unknowns. The notion of minimality figures in a number of different ways
within the LFG theory, to capture some intuitions of default, restriction,
and completeness.

LFG clearly distinguishes the mathematical structures that comprise
linguistic representations from the propositions in a description language
that characterize those structures, that those structures serve as mod-
els for. This is an important difference between LFG and other so-called
"unification-based" theories of grammar, such as Kay's (1979, 1984) Func-
tional Unification Grammar. If the only descriptions are simple conjunc-
tions of defining properties and relations, then there is an isomorphic map-
ping between the descriptions and the objects being described. Further,
combining two descriptions by a unification operation yields a resulting
description that characterizes all objects satisfying both those descrip-
tions. Thus, hi simple situations the distinction between descriptions and
objects can safely be ignored, as Kay proposed. But the conflation of these
two notions leads to conceptual confusions when natural extensions to the
description language do not correspond to primitive properties of domain
objects. For example, there is no single primitive object that naturally
represents the negation or disjunction of some collection of properties, yet
it is natural to form descriptions of objects by means of such arbitrary
Boolean combinations of defining propositions. Kay's FUG represents
disjunctive constraints as sets of descriptions: a set of descriptions is sat-
isfied if any of its member descriptions is satisfied. This contrasts with the
equally plausible interpretation that a set of descriptions is satisfied by
a collection of more basic structures, one satisfying each of the elements
of the description set. The Kasper and Rounds (1986) logic for feature
structures clarified this issue by effectively resurrecting for FUG the basic
distinction between objects and their descriptions.
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As another example of the importance of this distinction, no single
object can represent the properties of long-distance dependencies that
Kaplan and Zaenen (1989b) encode in specifications of functional un-
certainty. As discussed below, they extend the description language to
include constraints such as:

(/ COMP*{SUBJ | OBJ}) = (/ TOPIC)

The regular expression in this equation denotes an infinite set of alterna-
tive strings, and such a set does not exist in the domain of basic structures.
The Kaplan/Zaenen approach to long-distance dependencies is thus in-
compatible with a strict structure/description isomorphism.
Structural correspondences. We have seen that structures of different
types can be characterized in different kinds of description languages. It
remains to correlate those structures that are properly associated with a
particular sentence. Clearly, the words of the sentence and their grouping
and ordering relationships carry information about (or supply constraints
on) the linguistic dependencies that more abstract structures represent.
In the LFG approach, this is accomplished by postulating the existence
of other very simple formal devices, correspondence functions that map
between the elements of one (usually more concrete) structure and those
of another; the existence of structural correspondences is the third archi-
tectural presupposition of LFG. The diagram in (12) illustrates such an
element-wise correspondence, a function $ that goes from the nodes of a
tree into units of f-structure space.

(12)

n2:B

n4:D

This function maps nodes n\, ny, and TH into the outer f-structure /i,
and nodes HZ and n^ to the subsidiary f-structures /2 and /s, respec-
tively. A correspondence by itself only establishes a connection between
the pieces of its domain and range structures, unlike a more conventional
interpretation function that might also at the same time derive the de-
sired formal properties of the range. But nothing more than these simple
correspondence connections is needed to develop a description of those
formal properties. Previously we described an f-structure by specifying
only f-structure properties and elements, independent of any associated
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c-structure. The structural correspondence now permits descriptions of
range f-structures to be formulated in terms of the elements and native
relations of the tree. In other words, the element-wise structural corre-
spondence allows the mother-daughter relationships in the tree to con-
strain the function-application properties in the f-structure, even though
those formal properties are otherwise completely unrelated.

The f-structure in (12), for example, satisfies the condition that
(/! q)=/2, a constraint in the f-structure description language. But j\
and /2 are the f-structures corresponding to ni and n2, respectively, so
this condition can be expressed by the equivalent (<j>(ni) q) = ^(^2).
Finally, noting that ni is the mother of nz, we obtain the equation
(0(M(ri2)) q)=<A(«2)> which establishes a dependency between a node
configuration in part of the tree and value of the q attribute in the cor-
responding f-structure. Systematically replacing the fa identifiers in the
usual description of the f-structure by the equivalent <j>(rii) expressions
and making use of the mother-daughter tree relations leads to an alter-
native characterization of (12):

(13) MM(na)) q) = #nj) M(n2) = m
(<j>(n2) s) = t (<l>(nt) u) = v
(<f>(n&) w) = x (<£(n5) y) = z

M(n3) = ni
M(n4) = n3

r) = 4>(n5) M(n5) = n3

Thus, our notions of structural description and structural correspondence
combine in this way so that the description of a range structure can involve
not only its own native relations but also the properties of a corresponding
domain structure.

We require a structural correspondence to be a function but it is not
required to be one-to-one. As illustrated in (12), the correspondence <f>
maps the nodes m, MS, and n4 all onto the same f-structure/i. When sev-
eral nodes map onto the same f-structure, that f-structure can be loosely
interpreted as the equivalence class or quotient of nodes induced by the
correspondence. Conceptually, it represents the folding together or nor-
malization of information carried jointly by the individual nodes that map
onto it. Many-to-one configurations appear in many linguistic analyses.
Lexical heads and their dominating phrasal categories, for example, usu-
ally map to the same f-structure, encoding the intuition that a phrase
receives most of its functional properties from its head. Discontinuous
constituents, functional units whose properties are carried by words hi
noncontiguous parts of the string, can be characterized in this way, as
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demonstrated by the Bresnan et al. (1982) analysis of Dutch cross-serial
dependencies.

A structural correspondence also need not be onto. This is illustrated
by (14), which shows the c-structure and f-structure that might be ap-
propriate for a sentence containing a gerund with a missing subject.

'FRED 'surprise ((t SUBJ) , (t OBJ)> '

PRED 'see{(t SUBJ), (f OBJ))'
SUBJ [PRED 'pro'] ,

OBJ [PRED 'me']

OBJ [PRED 'Mary']-

Phrasally-based theories typically postulate an empty node on the tree
side in order to represent the fact that there is a dummy understood sub-
ject, because subjects (and predicate-argument relations) are represented
in those theories by particular node configurations. In LFG, given that
the notion of subject is defined in the range of the correspondence, we
need not postulate empty nodes in the tree. Instead, the f-structure's
description, derived from the tree relations of the gerund c-structure, can
have an equation that specifies directly that the subject's predicate is an
anaphoric pronoun, with no node in the tree that it corresponds to. This
account of so-called null anaphors has interesting linguistic and mathe-
matical properties, discussed below and in Kaplan and Zaenen (1989a).

In sum, the LFG formalism presented by Kaplan and Bresnan (1982) is
based on the architectural notions of structure, structural description, and
structural correspondence. Within this framework, particular notational
conventions were chosen to suppress unnecessary detail and make it more
convenient to express certain common patterns of description. Thus, the
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allowable c-structures for a sentence were specified by the rewriting rules
of a context-free grammar (augmented by a Kleene-closure operator for
repetitive expansions) rather than by what seemed to be a less perspicu-
ous listing of dominance, precedence, and labeling relations. The descrip-
tion of an appropriate f-structure was derived from functional annotations
attached to the c-structure rules. For interpreting these functional anno-
tations, Kaplan and Bresnan defined a special instantiation procedure
that relied implicitly on the c-structure to f-structure correspondence (j>.
To see that dependence more explicitly, consider the annotated rewriting
rule in (15):

(15) S —-> NP VP
(^(M(n)) SUBJ) = (f>(n) 0(M(n)) = <A(n)

The context-free expansion is matched against nodes in a candidate c-
structure to verify that the local [s NP VP] configuration is acceptable.
The symbol n in a constraint annotated to a category stands for the
node that matches that particular category in the candidate tree. The
annotations use that symbol, the mother function M, and the structural
correspondence 0 to express general propositions about the f-structures
that correspond to the nodes that satisfy this rule. Thus, (15) specifies
that the f-structure corresponding to the NP's mother applies to SUBJ
to give the f-structure corresponding to the NP, and that the f-structure
corresponding to the mother of the VP, namely the S node, is also the
f-structure corresponding to the VP. The conjunction of these constraints
across the whole c-structure, with actual nodes substituted for the generic
n, is the desired f-structure description. Kaplan and Bresnan simplified
to a more convenient notation. The symbol f abbreviates the complex
term <^(M(n)), the composition of the structural correspondence with the
mother function, and J. stands for <f>(n), the f-structure corresponding to
the matching node. This reduces the annotation on the NP to the familiar
form in (16):

(16) (t SUBJ) =4.

This can be read as 'the matching NP node's mother's f-structure's sub-
ject is the matching node's f-structure'. This method of generating range
descriptions by analyzing and matching the properties of domain struc-
tures is what we call description by analysis. Halvorsen (1983) applied this
technique to derive descriptions of semantic structures from an analysis
of the f-structures they were assumed to correspond to.

LFG's store of basic underlying concepts is thus quite limited, yet
it supports a notational system in which a variety of complex linguistic
phenomena have been easy to characterize. Perhaps because of its sim-
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pie architectural base, this system has remained remarkably stable in the
years since it was introduced, particularly when compared to other formal
frameworks that have undergone extensive revision over the same period
of time. In continuing to explore the implications of this architecture,
we have found some useful consequences that had previously gone un-
noticed and have also seen the value of certain extensions and revisions.
The remainder of this paper gives a brief survey of these more recent
developments.

3 Extensions and variations
The tripartite division of structures, descriptions, and correspondences
suggests three ways in which the theory might be modified. One way, of
course, is to add to the catalog of structure-types that are used for linguis-
tic representations. LFG currently acknowledges two syntactic structure-
types beyond the string, and there may be grammatical phenomena that
are best represented in terms of other native relations. Kaplan and
Bresnan (1982) introduced one extension to the f-structure domain be-
yond the simple attribute-value properties that have been discussed here.
They allowed the values of f-structure attributes to be sets of f-structures
as well as individual f-structures, symbols, and semantic forms. Sets were
used to represent grammatical relations such as adjuncts that can be in-
dependently realized in several positions in a clause and thus seemed to be
immune to the functional uniqueness condition. The description language
also was augmented with the membership operator e, so that constraints
on set elements could be stated.

A more recent example of how the properties of formal structures
might usefully be extended can be seen hi Bresnan and Kanerva's (1989)
proposals for a natural-class organization of grammatical functions. They
observe that many lexical redundancy rules can be eliminated in favor of
general instantiation principles if lexical entries are marked with under-
specified grammatical function labels (for example, a neutral objective
function that subsumes (and can be instantiated as either) OBJ or OBJ2).
In previous work, function labels were unanalyzable atomic symbols bear-
ing no relation to one another. On this new suggestion, the functions are
partially ordered in a subsumption lattice, and new principles of interpre-
tation are required.

Beyond these relatively minor adjustments to the structural domain,
there have been no proposals for substantially different ways of organiz-
ing linguistic information. By far the most interesting innovations have
concerned the c-structure and f-structure description languages and the
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variety of attribute-value structures that can be related by structural cor-
respondences.
Extending the description language. C-structures were described
originally by context-free rewriting rules whose right-hand sides could
contain the Kleene-closure operator and thus could denote arbitrary reg-
ular languages. The regular sets are closed not only under union and
(Kleene) concatenation but also under intersection and complementation.
Thus, the generative capacity of the c-structure component is unchanged if
intersection and complementation are allowed as operators in c-structure
rules. These operators permit many new ways of factoring c-structure
generalizations, including but not limited to the ID/LP format that Pul-
lum (1982) proposed for GPSG. Immediate dominance and linear prece-
dence constraints can both be transformed into regular predicates using
concatenation and complementation, and the combined effect of these
constraints in a given rule can be obtained simply by intersecting that
regular-set collection. For example, the unordered ID rule

(17) S -> [NP, VP]

can be translated to the equivalent but less revealing form

(18) S -* [VP* NP VP*] n [NP* VP NP*]

This intersection will admit an S node if its string of daughter nodes satis-
fies two conditions: it must contain one NP with some unknown number of
VP's around it, and it must also contain one VP surrounded by some un-
known number of NP's. The only strings that simultaneously satisfy both
conditions are those that contain exactly one NP and one VP appearing in
either order, and this is precisely the requirement intended by the ID rule
(17). As detailed by Kaplan and Zaenen (1989a), this translation goes
through even with repetition factors attached to the categories and does
not require a complex multi-set construction for its mathematical inter-
pretation as Gazdar et al. (1985) proposed. Similarly, linear-precedence
restrictions can also be translated to simple, intersectable regular predi-
cates. The condition that NP's must come before VP's, for example, is
satisfied by strings in the regular set

S* VP S* NP S*

where S denotes the set of all categories and the over-bar indicates com-
plementation with respect to S*.

Thus, compact notation for immediate domination and linear prece-
dence, as well as for other regular predicates described by Kaplan and
Maxwell (1993), can be freely introduced without changing the power of
the context-free system. Some caution is required, however, for regular
predicates defined over categories annotated with functional schemata.
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Although the system of combined c-structure/f-structure constraints is
closed under intersection (since the f-structure description language is
closed under conjunction), it is not known whether it is closed under
complementation of arbitrary regular expressions. The complement of a
single annotated category can be translated to standard notation, how-
ever, by applying de Morgan's laws and using negated f-structure con-
straints. This more limited form of complementation is sufficient for the
ID/LP specifications and for a number of other useful predicates.

Extensions to the c-structure description language provide one way
of characterizing the kinds of ordering variations that appear across lan-
guages. The LFG architecture naturally provides for another way of ex-
pressing ordering dependencies, by defining an order-like relation (called
f-precedence) on f-structures and including a precedence operator in the
f-structure description language. The formal and empirical properties of
f-precedence relation are explored at some length by Kaplan and Zaenen
(1989a); here we give only a brief summary of their discussion. We first
note that precedence is not a native relation on f-structure: f-structures
are not distinguished by the order in which attributes and values appear.
However, the native precedence relation in the c-structure (c-precedence
to distinguish it from f-precedence) naturally induces a relation on f-
structure by virtue of the c-structure to f-structure correspondence (f>.
For two f-structures j\ and /2 we say that /i f-precedes /2 if and only
if all nodes that </> maps into /i c-precede all nodes that <£ maps into /2.
This can be formalized in terms of the inverse mapping <j>~1:

(19) / i< / / 2 i f f
for all m € 0-1( A) and for all n2 € <A-1(/2),
«i <c n-z

This relation has some peculiar and unexpected properties because of the
fact that <t> may be neither one-to-one nor onto. A null anaphor is not the
image of any node, and therefore it vacuously both f-precedes and is f-
preceded by every other element in the f-structure. Mathematically, this
implies that f-precedence is neither transitive nor anti-symmetric—it is
not really an ordering relation at all. But these characteristics appear to
be just what is needed to given a systematic account of certain constraints
on anaphoric relations (Bresnan 1984; Kameyama 1988; Kaplan and Za-
enen 1989a). Kaplan and Zaenen also point out one other interesting
property of f-precedence: it can be used to impose ordering restrictions
on nodes that are not sisters in the c-structure tree and may in fact be
quite removed from each other. This can happen when the correspondence
(/> maps these nodes to locally related units of f-structure.
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Functional precedence illustrates the interplay of description and cor-
respondence mechanisms in expressing interesting linguistic constraints.
Native relations in a domain structure map into induced relations on the
range; these relations are typically degraded in some way, for the same
reason that the range structures are degraded images of the domain struc-
tures they correspond to. The structural correspondence collapses some
distinctions and in some cases introduces new ones, as it picks out and
represents a subset of the domain's information dependencies. The def-
inition of functional precedence given in (19) is an example of what we
call description through inversion.

Functional uncertainty is another example of new expressive power
obtained by extending the description language without changing the col-
lection of underlying formal objects. The original LFG theory provided a
mechanism of constituent control to characterize the constraints on long-
distance dependencies (Kaplan and Bresnan 1982). Constituent control
was essentially a translation into LFG terms of traditional phrasal ap-
proaches to long-distance dependencies, and carried forward the claim
that the various constraints on those constructions were best formulated
in terms of phrase and category configurations. Kaplan and Bresnan
(1982) had briefly considered a functional approach to these phenomena,
but rejected it since it seemed to require grammatical specifications of
infinite size. Kaplan and Zaenen (1989b) proposed functional uncertainty
as a new descriptive technique for avoiding the problem of infinite speci-
fication, reexamined the constituent control account of island constraints
in light of this new technique, and concluded that functional restrictions
offered a clearer and more accurate characterization of long-distance de-
pendencies and island constraints. Kaplan and Zaenen simply extended
the LFG notation for expressing function application so that the attribute
position could be realized as a regular set. Thus, in addition to ordinary
equations such as (tSUBj)=|, it is possible to write in the grammar equa-
tions such as (fcoMP* SUBJ|OBJ)=4. This equation expresses the uncer-
tainty about what the within-clause functional role of an extraposed topic
might be: it might be identified as either the subject or object of a clause
embedded inside any number of complements. According to Kaplan and
Zaenen, this constraint is satisfied by an f-structure if there is some string
in the regular language COMP* SUBJJOBJ such that the equation resulting
from substituting that string for the regular expression is satisfied by that
f-structure. In effect, the uncertainty expression provides a finite speci-
fication for what would otherwise be an infinite disjunction. Under this
proposal, the constraints on when a long-distance dependency is permit-
ted are embodied in restrictions on the regular expressions that appear
in uncertainty equations, and are quite independent of categorial config-
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anaphoric structure
r O .

Form a ̂ ^ ^\^ Meaning

string c-structure f-structure\^ semantic structure
6

discourse structure

FIGURE 1 Decomposition of F

urations. Kaplan and Zaenen give a number of arguments in support of
this functional approach, pointing out, for example, that subcategorized
functions but not adjuncts can be extracted in Icelandic, even though
these appear in identical phrase-structure positions.
Extending the configuration of correspondences. The LFG archi-
tecture was developed with only two syntactic structures set in correspon-
dence, but the correspondence idea provides a general way of correlating
many different kinds of linguistic information through modular specifi-
cations. Representations of anaphoric dependencies, discourse functions,
and semantic predicate-argument and quantifier relations can all be con-
nected in mutually constraining ways by establishing an appropriate set
of structures and correspondences. One hypothetical configuration for
mapping between the external form of an utterance and internal repre-
sentations of its meaning (e.g., the claims that it makes about the world,
speaker, discourse, etc.) is shown in Figure 1. Starting out with the
word string, we assume a structural correspondence ?r that maps to the
phrases of the constituent structure, which is then mapped by 4> to the
functional structure in the usual LFG way. We might postulate a further
correspondence a from f-structure to units of a semantic structure that
explicitly marks predicate-argument relationships, quantifier scope ambi-
guities, and so forth — dependencies and properties that do not enter into
syntactic generalizations but are important in characterizing the utter-
ance's meaning. We might also include another correspondence a defined
on f-structures that maps them onto anaphoric structures: two f-structure
units map onto the same element of anaphoric structure just in case they
are coreferential. The figure also shows a mapping 6 from f-structure to a
level of discourse structure to give a separate formal account of discourse
notions such as topic and focus. The anaphoric and discourse structures,
like the semantic structure, also contribute to meaning representations.
By fitting these other systems of linguistic information into the same con-
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ceptual framework of description and correspondence, we can make use
of already existing mathematical and computational techniques.

We note, however, that this arrangement suggests a new technique
for generating abstract structure descriptions. In this diagram, the f-
structure is both the range of <j> and the domain of a (and also a and 6).
Thus the composition of a and <f> is implicitly a function that maps from
the c-structure directly to the semantic structure, and this can also be
regarded as a structural correspondence. This enables somewhat surpris-
ing descriptive possibilities. Since a only maps between f-structure and
semantic structure, it might seem that the semantic structure may only
contain information that is derivable from attributes and values present
in the f-structure. This would be expected if the correspondence a were
an interpretation function operating on the f-structure to produce the
semantic structure. The semantic structure, for example, could not re-
flect category and precedence properties in the c-structure that do not
have correlated features in the f-structure. But a, as an element-wise
correspondence, does not interpret the f-structure at all. It is merely
a device for encoding descriptions of the semantic structure in terms of
f-structure relations. And since the f-structure is described in terms of
4> and c-structure properties, the composition a(^>(n)) can be used to as-
sert properties of semantic structure also in terms of c-structure relations,
even though there is no direct correspondence. Descriptions generated by
the context-free grammar can use designators such as a f [=0"(^(M(n)))]
along with f to characterize f-structure and semantic structure simulta-
neously.

In general, a compositional arrangement of correspondences permits
the codescription of separate levels of representation, yet another descrip-
tive technique that has been applied to a number of problems. Halvorsen
and Kaplan (1988) explore various uses of codescription in defining the
syntax/semantics interface. Kaplan and Maxwell (1988b) exploit a code-
scription configuration in their account of constituent coordination in
LFG. To deal with coordinate reduction, they interpreted function ap-
plication on f-structure set-values as picking out a value from the mathe-
matical generalization of the set elements. This properly distributes gram-
matical functions and predicates over the reduced clauses, but there is no
place in the resulting f-structure to preserve the identity of the conjunc-
tion (and or or) which is required in the semantic structure to properly
characterize the meaning. A codescriptive equation establishes the proper
conjunction in the semantic structure even though there is no trace of it
in the f-structure. As a final application, Kaplan et al. (1989) suggest
using codescription as a means for relating source and target functional
and semantic structures in a machine translation system.
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4 Conclusion
The formal architecture of Lexical-Functional Grammar provides the the-
ory with a simple conceptual foundation. These underlying principles
have become better understood as the theory has been applied to a wide
range of grammatical phenomena, but the principles themselves have re-
mained essentially unchanged since their inception. The recent work sur-
veyed in this paper has identified and explored a number of variations
that this architecture allows, in an effort to find more natural and for-
mally coherent ways of discovering and expressing linguistic generaliza-
tions. Promising new descriptive devices are being introduced and new
correspondence configurations are being investigated. The success of these
mechanisms in easily extending to new areas of grammatical representa-
tion indicates, perhaps, that this architecture mirrors and formalizes some
fundamental aspects of human communication systems.
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Lexical-Functional Grammar: A
Formal System for Grammatical
Representation
RONALD M. KAPLAN AND JOAN BRESNAN

In learning their native language, children develop a remarkable set of
capabilities. They acquire knowledge and skills that enable them to pro-
duce and comprehend an indefinite number of novel utterances, and to
make quite subtle judgments about certain of their properties. The ma-
jor goal of psycholinguistic research is to devise an explanatory account
of the mental operations that underlie these linguistic abilities.

In pursuing this goal, we have adopted what we call the Competence
Hypothesis as a methodological principle. We assume that an explana-
tory model of human language performance will incorporate a theoreti-
cally justified representation of the native speaker's linguistic knowledge
(a grammar) as a component separate both from the computational mech-
anisms that operate on it (a processor) and from other nongrammatical
processing parameters that might influence the processor's behavior.1 To
a certain extent the various components that we postulate can be studied
independently, guided where appropriate by the well-established methods
and evaluation standards of linguistics, computer science, and experimen-
tal psychology. However, the requirement that the various components
ultimately must fit together in a consistent and coherent model imposes
even stronger constraints on their structure and operation.

This paper originally appeared in The Mental Representation of Grammatical Rela-
tions, ed. Joan Bresnan (Cambridge, MA: The MIT Press, 1982), 173-281.
1 Kaplan (1975a,b) gives an early version of the Competence Hypothesis and discusses

some ways in which the grammatical and processing components might interact. Also
see Ford, Bresnan, and Kaplan (1982).
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This paper presents a formalism for representing the native speaker's
syntactic knowledge. In keeping with the Competence Hypothesis, this
formalism, called lexical-functional grammar (LFG), has been designed
to serve as a medium for expressing and explaining important general-
izations about the syntax of human languages and thus to serve as a
vehicle for independent linguistic research. Of equal significance, it is a
restricted, mathematically tractable notation for which simple, psycholog-
ically plausible processing mechanisms can be defined. Lexical-functional
grammar has evolved both from previous research within the transforma-
tional framework (e.g., Bresnan 1978) and from earlier computational and
psycholinguistic investigations (Woods 1970; Kaplan 1972, 1973, 1975a;
Wanner and Maratsos 1978).

The fundamental problem for a theory of syntax is to characterize the
mapping between semantic predicate-argument relationships and the sur-
face word and phrase configurations by which they are expressed. This
mapping is sufficiently complex that it cannot be characterized in a simple,
unadorned phrase structure formalism: a single set of predicate-argument
relations can be realized in many different phrase structures (e.g., ac-
tive and passive constructions), and a single phrase structure can express
several different semantic relations, as in cases of ambiguity. In lexical-
functional grammar, this correspondence is denned in two stages. Lexical
entries specify a direct mapping between semantic arguments and con-
figurations of surface grammatical functions. Syntactic rules then iden-
tify these surface functions with particular morphological and constituent
structure configurations. Alternative realizations may result from alter-
native specifications at either stage of the correspondence. Moreover,
grammatical specifications impose well-formedness conditions on both the
functional and constituent structures of sentences.

The present paper is concerned with the grammatical formalism it-
self; its linguistic, computational, and psychological motivation are dealt
with in separate papers. In the next several sections we introduce the
formal objects of our theory, discuss the relationships among them, and
define the notation and operations for describing and manipulating them.
Illustrations in these and later sections show possible LFG solutions to
various problems of linguistic description. Section 5 considers the func-
tional requirements that strings with valid constituent structures must
satisfy. Section 6 summarizes arguments for the independence of the con-
stituent, functional, and semantic levels of representation. In Section 7
we introduce and discuss the formal apparatus for characterizing long-
distance grammatical dependencies. We leave to the end the question of
our system's generative power. We prove in Section 8 that despite their
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linguistic expressiveness, lexical-functional grammars are not as powerful
as unrestricted rewriting systems.

1 Constituent structures and functional structures
A lexical-functional grammar assigns two levels of syntactic description
to every sentence of a language. Phrase structure configurations are
represented in a constituent structure. A constituent structure (or 'c-
structure') is a conventional phrase structure tree, a well-formed labeled
bracketing that indicates the superficial arrangement of words and phrases
in the sentence. This is the representation on which phonological interpre-
tation operates to produce phonetic strings. Surface grammatical func-
tions are represented explicitly at the other level of description, called
functional structure. The functional structure ('f-structure') provides a
precise characterization of such traditional syntactic notions as subject,
"understood" subject, object, complement, and adjunct. The f-structure
is the sole input to the semantic component, which may either translate
the f-structure into the appropriate formulas in some logical language or
provide an immediate model-theoretic interpretation for it.

Constituent structures are formally quite different from functional
structures. C-structures are defined in terms of syntactic categories, ter-
minal strings, and their dominance and precedence relationships, whereas
f-structures are composed of grammatical function names, semantic forms,
and feature symbols. F-structures (and c-structures) are also distinct
from semantic translations and interpretations, in which, for example,
quantifier-scope ambiguities are resolved. By formally distinguishing
these levels of representation, our theory attempts to separate those gram-
matical phenomena that are purely syntactic (involving only c-structures
and f-structures) from those that are purely lexical (involving lexical en-
tries before they are inserted into c-structures and f-structures) or se-
mantic (for example, involving logical inference). Our framework thus
facilitates an empirically motivated division of labor between the lexical,
syntactic, semantic, and phonological components of a grammar.

A c-structure is determined by a grammar that characterizes all pos-
sible surface structures for a language. This grammar is expressed in a
slightly modified context-free formalism or a formally equivalent specifi-
cation such as a recursive transition network (Woods 1970; Kaplan 1972).
For example, the ordinary rewriting procedure for context-free grammars
would assign the c-structure (3) to the sentence (2), given the rules in (1):

(1) a. S —»• NPVP
b. NP —> DetN
c. VP —•» V N P N P
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(2) A girl handed the baby a toy.

(3) S

Det N

A girl handed the baby a toy

We emphasize that c-structure nodes can be derived only by phrase struc-
ture rules such as (la,b,c). There are no deletion or movement operations
which could, for example, form the double-NP sequence from a phrase
structure with a to prepositional phrase. Such mechanisms are unneces-
sary in LFG because we do not map between semantically and phonolog-
ically interpretable levels of phrase structure. Semantic interpretation is
defined on functional structure, not on the phrase structure representation
that is the domain of phonological interpretation.

The functional structure for a sentence encodes its meaningful gram-
matical relations and provides sufficient information for the semantic com-
ponent to determine the appropriate predicate-argument formulas. The
f-structure for (2) would indicate that the girl noun phrase is the gram-
matical subject, handed conveys the semantic predicate, the baby NP is
the grammatical object, and toy serves as the second grammatical object.
The f-structure represents this information as a set of ordered pairs each of
which consists of an attribute and a specification of that attribute's value
for this sentence. An attribute is the name of a grammatical function or
feature (SUBJ, PRED, OBJ, NUM, CASE, etc.). There are three primitive
types of values:

(4) a. Simple symbols
b. Semantic forms that govern the process of semantic interpre-

tation
c. Subsidiary /-structures, sets of ordered pairs representing com-

plexes of internal functions.

A fourth type of value, sets of symbols, semantic forms, or f-structures,
is also permitted. We will discuss this type when we consider the gram-
matical treatment of adjuncts.
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Given possibility (4c), an f-structure is in effect a hierarchy of at-
tribute/value pairs. We write an f-structure by arranging its pairs verti-
cally inside square brackets with the attribute and value of a single pair
placed on a horizontal line. The following is a plausible f-structure for
sentence (2):

(5)
SUBJ

["SPEC A
NUM SG

PRED 'girl'

TENSE PAST

PRED 'hand {(t SUBJ) , (f OBJ) , (t OBJ2)>'
TSPEC THE "I

OBJ NUM SG
[PRED 'baby'J

[SPEC A I
OBJ2 NUM SG

[PRED 'toy'J

In this structure, the TENSE attribute has the simple symbol value PAST;
pairs with this kind of value represent syntactic "features". Grammatical
functions have subsidiary f-structure values, as illustrated by the subject
function in this example:

(6) [SPEC A I
NUM SG

[PRED 'girl'J

The attributes SPEC (specifier) and NUM mark embedded features with
the symbol values A and SG respectively.

The quoted values of the PRED attributes are semantic forms. Se-
mantic forms usually arise in the lexicon2 and are carried along by the
syntactic component as unanalyzable atomic elements, just like simple
symbols. When the f-structure is semantically interpreted, these forms
are treated as patterns for composing the logical formulas encoding the
meaning of the sentence. Thus, the semantic interpretation for this sen-
tence is obtained from the value of its PRED attribute, the semantic form
in (7):

(7) 'hand ((f SUBJ) , (f OBJ) , (t OBJ2))'

This is a predicate-argument expression containing the semantic predicate
name 'hand' followed by an argument-list specification enclosed in angle-

Semantic forms with a lexical source are often called lexical forms. Less commonly,
semantic forms are produced by syntactic rules, for example, to represent unexpressed
pronouns; this will be illustrated in Section 6 in the discussion of English imperative
subjects.
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brackets.3 The argument-list specification defines a mapping between the
logical or thematic arguments of the three-place predicate 'hand' (e.g.
agent, theme, and goal) and the grammatical functions of the f-structure.
The parenthetic expressions signify that the first argument position of that
predicate is filled by the formula that results from interpreting the SUBJ
function of the sentence, the formula from the OBJ2 is substituted in the
second argument position, and so on. The formula for the embedded SUBJ
f-structure is determined by its PRED value, the semantic form 'girl'. 'Girl'
does not have an argument-list because it does not apply to arguments
specified by other grammatical functions. It is a predicate on individuals
in the logical universe of discourse quantified by information derived from
the SPEC feature.4

There are very strong compatibility requirements between a seman-
tic form and the f-structure in which it appears. Loosely speaking, all
the functions mentioned in the semantic form must be included in the
f-structure, and all functions with subsidiary f-structure values must be
mentioned in the semantic form. A given semantic form is in effect com-
patible with only one set of grammatical functions (although these may
be associated with several different c-structures). Thus the semantic form
in (8) is not compatible with the grammatical functions in (5) because
it does not mention the OBJ2 function but does specify (t TO OBJ), the
object of the preposition to.

(8) 'hand ((t SUBJ) , (f OBJ), (| TO OBJ)) '

This semantic form is compatible instead with the functions in the f-
.structure (9):

3The angle-brackets correspond to the parentheses in the logical language that would
ordinarily be used to denote the application of a predicate to its arguments. We use
angle-brackets in order to distinguish the semantic parentheses from the parentheses
of our syntactic formalism.

4This paper is not concerned with the details of the semantic translation procedure for
NP's, and the specifications for the SPEC and common noun PRED features are simplified
accordingly. With more elaborate expressions for these features, NP's can also be
translated into a higher-order intensional logic by a general substitution procedure.
For instance, suppose that the symbol A is taken as an abbreviation for the semantic
form

l\Q.\P3x.(Q(x) A P(x))'
which represents the meaning of an existential quantifier, and suppose that 'girl' is
replaced by the expression '(f SPEC)(pir/')'. Then the translation for the SUBJ f-
structure would be a formula in which the quantifier is applied to the common noun
meaning. See Halvorsen (1983) for an extensive discussion of f-structure translation
and interpretation.
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(9) ["SPEC A I
SUBJ NUM SG

[PRED 'girl'J
TENSE PAST
PRED 'hand {(f SUBJ) , (f OBJ) , (t TO OBJ)) '

[SPEC A "]
NUM SG
PRED 'toy'I

OBJ

TO

-PCASE TO
TSPEC THE I

OBJ NUM SG
[PRED 'baby'j

We show in Section 4 how this f-structure is assigned to the NP-to-NP
sentence (10):

(10) A girl handed a toy to the baby.

This f-structure, with (8) as its PRED value, defines girl, baby, and toy
as the agent, goal, and theme arguments of 'hand', just as in (5). The
native speaker's paraphrase intuitions concerning (2) and (10) are thus
accurately expressed. This account of the English dative alternation is
possible because our grammatical functions SUBJ, OBJ, TO OBJ, etc., de-
note surface grammatical relationships, not the underlying, logical rela-
tionships commonly represented in transformational deep structures.

The semantic forms (7) and (8) are found in alternative entries of the
lexical item handed, reflecting the fact that the predicate 'hand' permits
the alternative surface realizations (2) and (10), among others. Of course,
many other verbs in the lexicon are similar to handed in having separate
entries along the lines of (7) and (8). Our theory captures the systematic
connection between NP-NP and NP-io-NP constructions by means of a
lexical redundancy rule of the sort suggested by Bresnan (1978, 1982c).
The semantic form (7) results from applying the "dativizing" lexical rule
shown in (11) to the semantic form in (8).

(11) (t OBJ) i-» (t OBJ2)
(t TO OBJ) •-> (t OBJ)

According to this rule, a word with a lexical entry containing the specifica-
tions (t OBJ) and (f TO OBJ) may have another entry in which (| OBJ2)
appears in place of (f OBJ) and (t OBJ) appears in place of (t TO OBJ).

It is important to note that these relation-changing rules are not ap-
plied in the syntactic derivation of individual sentences. They merely
express patterns of redundancy that obtain among large but finite classes
of lexical entries and presumably simplify the child's language-acquisition
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task (see Pinker 1982 for discussion). Indeed, just as our formalism ad-
mits no rules for transforming c-structures, it embodies a similar prohi-
bition against syntactic manipulations of function assignments and func-
tion/argument mappings:

(12) Direct Syntactic Encoding
No rule of syntax may replace one function name by another.

This principle is an immediate consequence of the Uniqueness Condition,
which is stated in the next section. The principle of direct syntactic en-
coding sharpens the distinction between two classes of rules: rules that
change relations are lexical and range over finite sets, while syntactic
rules that project onto an infinite set of sentences preserve grammatical
relations.5 Our restrictions on the expressive power of syntactic rules
guarantee that a sentence's grammatical functions are "visible" directly
in the surface structure and thus afford certain computational and psy-
chological advantages.

2 Functional descriptions
A string's constituent structure is generated by a context-free c-structure
grammar. That grammar is augmented so that it also produces a finite
collection of statements specifying various properties of the string's f-
structure. The set of such statements, called the functional description
('f-description') of the string, serves as an intermediary between the c-
structure and the f-structure.

The statements of an f-description can be used in two ways. They
can be applied to a particular f-structure to decide whether or not it
has all the properties required by the grammar. If so, the candidate f-
structure may be taken as the f-structure that the grammar assigns to the
string. The f-description may also be used in a constructive mode: the
statements support a set of inferences by which an f-structure satisfying
the grammar's requirements may be synthesized. The f-description is thus
analogous to a set of simultaneous equations in elementary algebra that
express properties of certain unknown numbers. Such equations may be
used to validate a proposed solution, or they may be solved by means
of arithmetic inference rules (canceling, substitution of equals for equals,
etc.) to discover the particular numbers for which the equations are true.
In line with this analogy, this section presents an algebraic formalism for
representing an f-description.

5This correlation of rule properties is a significant difference between lexical-functional
grammar and Relational Grammar (see for example the papers in Perlmutter 1983).
The two approaches are similar, however, in the emphasis they place on grammatical
relations. Bell (1980) offers a more extensive comparison of the two theories.
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The statements in an f-description and the inferences that may be
drawn from them depend crucially on the following axiom:

(13) Uniqueness
In a given f-structure a particular attribute may have at most one
value.

This condition makes it possible to describe an f-structure by specifying
the (unique) values of the grammatical functions of which it is composed.
Thus, if we let the variables f i and fa stand for unknown f-structures,
the following statements have a clear interpretation:

(14) a. the SUBJ of j\ = /2

b. the SPEC of /2 = A
c. the NUM of /2 = SG
d. the PRED of /2 = 'girl'

In fact, these statements are true if f i and /2 are the f-structures (5)
and (6), and the statements in (14) may thus be considered a part of the
f-description of sentence (2).

We have defined a functional structure as a set of ordered pairs satisfy-
ing the Uniqueness Condition (13). We now observe that this is precisely
the standard definition of a mathematical function. There is a systematic
ambiguity in our use of the word function: an f-structure is a mathe-
matical function that represents the grammatical functions of a sentence.
This coincidence provides a more conventional terminology for formulat-
ing the statements of an f-description. For example, statement (14c) can
be paraphrased as (15a), and this can be stated more formally using the
familiar parenthesis notation to indicate the application of a function to
an argument, as in (15b):

(15) a. The function /2 is such that applying it to the argument NUM
yields the value SG.

b. /2(NUM) = SG

Thus, the statements of an f-description are simply equations that de-
scribe the values obtained by various function applications. Unlike the
typical functions of elementary algebra, an f-structure is a function with
a finite domain and range and thus can be defined by a finite table of ar-
guments and values, as represented in our square-bracket notation. Also,
we do not draw a clear distinction between functions and their values.
Algebraic equations commonly involve a known function that take on a
given value when applied to some unknown argument; the problem is to
determine that argument. In (15b), however, the argument and the corre-



38 / RONALD M. KAPLAN AND JOAN BRESNAN

spending value are both known, and the problem is to find the function!6

Moreover, applying an f-structure to an argument may produce a function
that may be applied in turn to another argument. If (16a) is true, then
the stipulations in (15b) and (16b) are equivalent.

TSPEC A 1

(16) a. /I(SUBJ)= NUM SG =f2
[PRED 'girl'J

b. /I(SUBJ)(NUM) = SG

The form of function composition illustrated in equation (16b) occurs
quite often in f-descriptions. We have found that a slight adaptation of
the traditional notation improves the readability of such specifications.
Thus, we denote a function application by writing the function name
inside the parentheses next to the argument instead of putting it in front.
In our modified notation, the stipulation (15b) is written as (17a) and the
composition (16b) appears as (17b).

(17) a. (/2 NUM) = SG
b. ((/i SUBJ) NUM) = SG

We make one further simplification: since all f-structures are functions of
one argument, parenthetic expressions with more than two elements (a
function and its argument) do not normally occur. Thus, we introduce
no ambiguity by defining our parenthetic notation to be left-associative,
by means of the identity (18):

(18) ((/ a) /J) = (/ a 0)

.This allows any leftmost pair of parentheses to be removed (or inserted)
when convenient, so that (17b) may be simplified to (19):

(19) (/i SUBJ NUM) = SG

With this notation, there is a simple way of determining the value of a
given function-application expression: we locate the f-structure denoted
by the leftmost element in the expression and match the remaining el-
ements from left to right against successive attributes in the f-structure

6There is an equivalent formulation in which the grammatical relation symbols SUBJ,
OBJ, etc., are taken to be the names of functions that apply to f-structure arguments.
We would then write SUBJ(/J) instead of/i (SUBJ), and the left- and right-hand elements
of all our expressions would be systematically interchanged. Even with this alterna-
tive, however, there are still cases where the function is an unknown (see for example
the discussion below of oblique objects). The conceptual consideration underlying our
decision to treat f-structures as the formal functions is that only total, finite functions
are then involved in the characterization of particular sentences. Otherwise, our con-
ceptual framework would be populated with functions on infinite domains, when only
their restriction to the sentence at hand would ever be grammatically relevant. Only
this intuition would be affected if the alternative formulation were adopted.
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hierarchy. Also, the English genitive construction provides a natural gloss
for these expressions: (19) may be read as "/i's SUBJ'S NUM is SG".

3 From c-structures to f-descriptions
Having said what an f-description is, we now consider how the f-description
for a string is produced from a grammar and lexicon. This is followed by
a discussion of the inferences that lead from an f-description to the f-
structure that it describes.

The statements in an f-description come from functional specifications
that are associated with particular elements on the right-hand sides of
c-structure rules and with particular categories in lexical entries. These
specifications consist of templates from which the f-description statements
are derived. A template, or statement schema, has the form of the state-
ment to be derived from it except that in place of f-structure variables
it contains special metavariables. If a rule is applied to generate a c-
structure node or a lexical item is inserted under a preterminal category,
the associated schemata are instantiated by replacing the metavariables
with actual variables (/i, /2, ...). Which actual variables are used de-
pends on which metavariables are in the schemata and what the node's
relationship is to other nodes in the tree. The metavariables and gram-
matically significant tree relations are of just two types:

(20) Immediate domination, with metavariables f and |
Bounded domination, with metavariables ft and JJ.

Statements based on nonimmediate but bounded tree relations are needed
to characterize the "long-distance" dependencies found in relative clauses,
questions, and other constructions. We postpone our discussion of bounded
domination to Section 7 since it is more complex than immediate domi-
nation.

Schemata involving immediate domination metavariables and relations
yield f-description statements defining the local predicate-argument con-
figurations of simple sentence patterns such as the dative. To illustrate,
the c-structure rules (21a,b,c) are versions of (la,b,c) with schemata writ-
ten beneath the rule elements that they are associated with.
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(21) a. S —> NP VP
(t SUBJ) = 4. f = 4-

b. NP —* Det N
t =4- t =4-

c. VP —> V NP NP
(f OBJ) =4. (t OBJ2) = 4.

According to the instantiation procedure described below, the SUBJ and
OBJ schemata in this grammar indicate that the subject and object f-
structures come from NP's immediately dominated by S and VP. While
superficially similar to the standard transformational definitions of 'sub-
ject' and 'object' (Chomsky 1965), our specifications apply only to surface
constituents and establish only a loose coupling between functions and
phrase structure configurations. Given the OBJ2 schema, for example,
an NP directly dominated by VP can also function as a second object.
These schemata correspond more closely to the SETR operation of the aug-
mented transition network notation (ATN) (Woods 1970): (f SUB j) = 4-
has roughly the same effect as the ATN action (SETR SUBJ *). The direct
equality on the VP category in (21a) has no ATN (or transformational)
equivalent, however. It is an identification schema, indicating that a sin-
gle f-structure is based on more than one constituent, and thus that the
f-structure is somewhat "flatter" than the c-structure.

The syntactic features and semantic content of lexical items are de-
termined by schemata in lexical entries. The entries for the vocabulary
of sentence (2) are listed in (22) :7

(22) a Det (f SPEC) = A
(t NUM) = SG

girl N (f NUM) = SG
(f PRED) = 'girl'

handed V (t TENSE) = PAST
(t PRED) = 'hand ((t SUBJ) , (t OBJ) , (f OBJ2))'

the Det (t SPEC) = THE
7This illustration ignores the morphological composition of lexical items, which makes

a systematic contribution to the set of inflectional features represented in the schemata.
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baby N (t NUM) = SG
(t PEED) = 'baby'

toy N (t NUM) = SG
(t PRED) = 'toy'

A lexical entry in LFG includes a categorial specification indicating the
preterminal category under which the lexical item may be inserted, and a
set of schemata to be instantiated. As shown in (22), schemata originating
in the lexicon are not formally distinct from those coming from c-structure
rules, and they are treated uniformly by the instantiation procedure.

Instantiation is carried out in three phases. The schemata are first
attached to appropriate nodes in the c-structure tree, actual variables are
then introduced at certain nodes, and finally those actual variables are
substituted for metavariables to form valid f-description statements. In
the first phase, schemata associated with a c-structure rule element are
attached to the nodes generated by that element. Lexical schemata are
considered to be associated with a lexical entry's categorial specification
and are thus attached to the nodes of that category that dominate the
lexical item.8 Attaching the grammatical and lexical schemata in (21)
and (22) to the c-structure for sentence (2) produces the result in (23).
In this example we have written the schemata above the nodes they are
attached to.

In the second phase of the instantiation procedure, a new actual vari-
able is introduced for the root node of the tree and for each node where
a schema contains the $, metavariable. Intuitively, the existence of J, at a
node means that one component of the sentence's f-structure corresponds
to that subconstituent. The new variable, called the '̂ .-variable' of the
node, is a device for describing the internal properties of that f-structure
(called the node's 'J, f-structure') and its role in larger structures. In (24)
we have associated 4--variables with the nodes as required by the schemata
in (23).

With the schemata and variables laid out on the tree in this way,
the substitution phase of instantiation is quite simple. 'Fully instantiated
statements are formed by substituting a node's ^-variable first for all
the J.'s at that node and then for all the t's attached to the nodes it
immediately dominates. Thus, arrows pointing toward each other across

8Another convention for lexical insertion is to attach the schemata directly to the
terminal nodes. While the same functional relationships can be stated with either
convention, this alternative requires additional identification schemata in the common
case where the preterminal category does not correspond to a distinct functional unit.
It is thus more cumbersome to work with.
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one line in the tree are instantiated with the same variable.9 The t is
called the "mother" metavariable, since it is replaced by the .(.-variable of
its mother node. Prom the point of view of the S-dominated NP node,
the schema (f SUBJ) = J, may be read as 'My mother's f-structure's SUBJ
is my f-structure'.10 In this case, the mother's variable is the root node's
.{.-variable and so represents the f-structure of the sentence as a whole.

When we perform the substitutions for the schemata and variables in
(24), the schemata attached to the S-dominated NP and VP nodes yield
the equations hi (25), and the daughters of the VP cause the equations
in (26) to be included in the sentence's f-description:

(25) a. (/i SUBJ) = /2

b. /i = /3

(26) a. (
b. (f3 OBJ2) = /5

The equations in (25-26) taken together constitute the syntactically de-
termined statements of the sentence's functional description. The other
equations in the f-description are derived from the schemata on the preter-
minal nodes:11

9If a schema containing t is attached to a node whose mother has no 4-variable,
the f cannot be properly instantiated and the string is marked ungrammatical. This
situation is not likely to occur with immediate domination metavariables but provides
an important well-formedness condition for bounded domination. This is discussed in
Section 7.
10In effect, the instantiation procedure adds to the schemata information about the
tree configurations in which they appear. As shown in Section 4, the f-structure for
the sentence can then be inferred without further reference to the c-structure. An
equivalent inference procedure can be defined that does not require the introduction
of variables and instead takes into account the relative position of schemata in the
tree. This alternative procedure searches the c-structure to obtain the information
that we are encoding by variables in instantiated schemata. It essentially intermixes
our instantiation operations among its other inferences and is thus more difficult to
describe.
11 For simplicity in this paper, we do not instantiate the t metavariable when it ap-
pears within semantic forms. This is permissible because the internal structure of
semantic forms is not accessible to syntactic rules. However, the semantic translation
or interpretation procedure may depend on a full instantiation.
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(27) a. (/2 SPEC) = A from a
b. (/2 NUM) = SG

c. (/2 NUM) = SG from girl
d. (/2 PRED) = 'girl'

e. (/3 TENSE) = PAST from handed
f. (/3 PRED) = 'hand {(t SUBJ) , (f OBJ) , (t OBJ2))'

g. (/4 SPEC) = THE from the

h. (/4 NUM) = SG from baby
i. (/4 PRED) = 'baby'

j. (/5 SPEC) = A from a
k. (/5 NUM) = SG

1. (/5 NUM) = SG from toy
m. (/5 PRED) = 'toy'

Adding these to the equations in (25-26) gives the complete f-description
for sentence (2).

4 From f-descriptions to f-structures
Once an f-description has been produced for a given string, algebraic ma-
nipulations can be performed on its statements to make manifest certain
implicit relationships that hold among the properties of that string's f-
structure. These manipulations are justified by the left-associativity of
the function-application notation (18) and by the substitution axiom for
equality. To take an example, the value of the number feature of sentence
(2)'s f-structure (that is, the value of (/t OBJ NUM)) can be inferred in
the following steps:

(28) (/i OBJ NUM) = (/s OBJ NUM) Substitution using (25b)
= ((/3 OBJ) NUM) Left-associativity
= (/4 NUM) Substitution using (26a)
= SG Substitution using (27h)

An f-description also supports a more important set of inferences: the
equations can be "solved" by means of a construction algorithm that
actually builds the f-structure they describe.

An f-structure solution may not exist for every f-description, however.
If the f-description stipulates two distinct values for a particular attribute,
or if it implies that an attribute-name is an f-structure or semantic form
instead of a symbol, then its statements are inconsistent with the basic
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axioms of our theory. In this case we classify the string as syntacti-
cally ill-formed, even though it has a valid c-structure. The functional
well-formedness conditions of our theory thus account for many types of
ungrammaticality. It is therefore essential that there be an algorithm for
deciding whether or not an f-description is consistent, and for producing
a consistent f-description's f-structure solution. Otherwise, our grammars
would generate all but not only the sentences of a language.

Fortunately, f-descriptions are well-understood mathematical objects.
The problem of determining whether or not a given f-description is sat-
isfiable is equivalent to the decision problem of the quantifier-free theory
of equality. Ackermann (1954) proved that this problem is solvable, and
several efficient solution algorithms have been discovered (for example,
the congruence closure algorithm of Nelson and Oppen 1980). In this sec-
tion we outline a decision and construction algorithm whose operations
are specially adapted to the linguistic representations of our theory.

We begin by giving a more precise interpretation for the formal ex-
pressions that appear in f-description statements. We imagine that there
is a collection of entities (symbols, semantic forms, and f-structures) that
an f-description characterizes, and that each of these entities has a variety
of names, or designators, by which the f-description may refer to it. The
character strings that we have used to represent symbols and semantic
forms, the algebraic variables we introduce, and the function-application
expressions are all designators. The entity denoted by a designator is
called its value. The value of a symbol or semantic form character string
is obviously the identified symbol or semantic form. The value of a vari-
able designator is of course not obvious from the variable's spelling; it is
defined by an assignment list of variable-entity pairs. A basic function-
application expression is a parenthesized pair of designators, and its value
is the entity, if any, obtained by applying the f-structure value of the left
designator to the symbol value of the right designator.12 This rule applies
recursively if either expression is itself a function-application: to obtain
the value of ((/i OBJ) NUM) we must first obtain the value of (/i OBJ) by
applying the value of j\ to the symbol OBJ.

Note that several different designators may refer to the same en-
tity. The deduction in (28), for example, indicates that the designa-
tors (/! OBJ NUM) and (/4 NUM) both have the same value, the symbol
SG. Indeed, we interpret the equality relation between two designators as
an explicit stipulation that those designators name the same entity. In
12An attribute in an f-structure is thus a special kind of designator, and the notion
of a designator's value generalizes our use of the term value, which previously referred
only to the entity paired with an attribute in an f-structure.



A FORMAL SYSTEM FOR GRAMMATICAL REPRESENTATION / 47

processing an f-description, our algorithm attempts to find a way of as-
sociating with designators values that are consistent with the synonymy
relation implied by the equality statements and with the procedure just
outlined for obtaining the values of different types of designators.

The algorithm works by successive approximation.13 It goes through
a sequence of steps, one for each equation in the f-description. At the
beginning of each step, it has a collection of symbols, semantic forms, and
f-structures that satisfy all the equations considered at preceding steps,
together with an assignment of tentative values for the variables occurring
in those equations. The algorithm revises the collection of entities and
value assignments to satisfy in addition the requirements of one more
equation from the f-description. The entities after the last equation is
processed thus satisfy the f-description as a whole and provide a final
value for the ^-variable of the c-structure tree's root node. This is the
f-structure that the grammar assigns to the string.

The processing of a single equation is carried out by means of two
operators. One operator, called Locate, obtains the value for a given des-
ignator. The entities in the collection might be augmented by the Locate
operator to ensure that a value exists for that designator. When the values
for the equation's left-hand and right-hand designators have been located,
the second operator, Merge, checks to see whether those values are the
same and hence already satisfy the equality relation. If not, it constructs
a new entity by combining the properties of the distinct values, provided
those properties are compatible. The collection is revised so that this
entity becomes the common value of the two designators and also of all
previously encountered synonyms of these designators. Stated in more
formal terms, if d\ and d^ are the designators in an equation d\ = d%, and
if brackets represent the application of an operator to its arguments, then
that equation is processed by performing Merge[Locate[c?i], Locate^]].

A technical definition of these operators is given in the Appendix.
In this section we present an intuitive description of the solution process,
using as an example the f-description in (25-27). The final result does not
depend on the order in which equations are considered, so we will simply
take them as they appear above. We start with an empty collection of
entities and consider equation (25a): (/i SUBJ) = fa. To locate the value
13This algorithm is designed to demonstrate that the various conditions imposed by
our theory are formally decidable. It is unlikely that this particular algorithm will be
incorporated intact into a psychologically plausible model of language performance or
even into a computationally efficient parser or generator. For these other purposes,
functional operations will presumably be interleaved with c-structure computations,
and functional data representations will be chosen so as to minimize the combinatoric
interactions with the nondeterministic uncertainty of the c-structure rules.
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of (/i SUBJ), we must first obtain the value of j\. There is as yet no
assignment for that variable, so the Locate operator creates a value out
of whole cloth: it adds a special "place-holder" entity to our collection
and assigns it as the value of f\. A representation for the new entity and
variable assignment is shown in (29):

(29) A—

A place-holder is represented by a blank line, indicating that it is an
entity none of whose properties are known. The variable prefix signifies
that whatever that entity is, it has been assigned as the tentative value of
/i. A place-holder is just a bookkeeping device for recording the relations
between entities before we have discovered anything else about them.

With the value of f\ in hand, we return to the larger designator
(/i SUBJ). This provides more specific information about the entity that
the place-holder stands for: the value of /i must be an f-structure that
has SUBJ as one of its attributes. We revise our collection again to take
account of this new information:

(30) /I:[SUBJ —]

Knowing nothing about the value of SUBJ in the f\ f-structure, we have
represented it by another place-holder. This place-holder is the entity
located for the designator (/i SUBJ). We now turn to /2, the second
designator in the equation. This is a variable with no previous assignment,
so our location procedure simply assigns it to another newly created place-
holder:

(31) /2—
This completes the location phase of the algorithm's first step: the equa-
tion's designators now denote the place-holders in (30) and (31).

The Merge operator changes the collection once more, so that the two
designators denote the same entity. The two place-holders are distinct,
but neither has any properties. Thus, a common value, also a place-holder
with no properties, can be constructed. This place-holder appears as the
value of SUBJ in the /i f-structure, but it is also assigned as the value of
/2, as shown in (32):

(32) /I:[SUBJ /2:—]

The structure (32) is now the only member of our entity collection. Notice
that with this assignment of variables, the designators (fi SUBJ) and /2
have the same value, so the equation (/i SUBJ) = /b is satisfied.

We move on to equation (25b), the identification f i = fs- This means
that the variables /i and /a are two different designators for a single entity.
That entity will have all the properties ascribed via the designator j\ and
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also all the properties ascribed to the synonymous fa. The f-structure
(32) is located as the value of /i, and a new place-holder is assigned
to fa. Since the place-holder has no properties, the result of combining
it with the f-structure is simply that f-structure again, with its variable
prefixes modified to reflect the new equality. Thus, the result of the merge
for the second equation is (33):

(33) A,/,: [SUBJ /2:—]

The variable assignments in (33) now satisfy the first two equations of the
f-description.

The equation at the next step is (26a): (fa OBJ) = /4. fa already
has an f-structure value in (33), but it does not include OBJ as one of its
attributes. This is remedied by adding an appropriate place-holder:

(34) [SUBJ /2:—1

This place-holder is merged with one created for the variable /}, yield-
ing (35):

(35) [SUBJ /2:—1

Equation (26b) is handled in a similar fashion and results in (36):

(36)

A,/3:

SUBJ /2: —
OBJ /4: -
OBJ2 /5: -

After we have processed these equations, our collection of entities and
variable assignments satisfies all the syntactically determined equations
of the f-description.

The lexically derived equations are now taken into account. These
have the effect of adding new features to the outer f-structure and filling
in the internal properties of the place-holders. Locating the value of the
left-hand designator in equation (27a), (/2 SPEC) = A, converts the SUBJ
place-holder to an f-structure with a SPEC feature whose value is a new
place-holder:

(37) [SUBJ /2:[SPEC —
OBJ /4:
OBJ2 /5:

The value of the right-hand designator is just the symbol A. Merging this
with the new SPEC place-holder yields (38):
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(38)

/i, f3:
SUBJ /2:[SPEC A]

OBJ /4:

OBJ2 /5:

Note that this modification does not falsify any equations processed in
previous steps.

Equation (27b) has the same form as (27a), and its effect is simply to
add a NUM SG feature to the SUBJ f-structure, alongside the SPEC:

(39) f / TSPEC A 1'SUBJ /2:[NUM SGJ

OBJ /4:

OBJ2 /5=

Though derived from different lexical items, equation (27c) is an exact
duplicate of (27b). Processing this equation therefore has no visible ef-
fects.

The remaining equations are quite straightforward. Equation (27d)
causes the PRED function to be added to the SUBJ f-structure, (27e-27f)
yield the TENSE and PRED functions in the fi-fa structure, and (27g-27m)
complete the OBJ and OBJ2 place-holders. Equation (271) is similar to
(27c) in that it duplicates another equation in the f-description and hence
does not have an independent effect on the final result. After considering
all the equations in (27), we arrive at the final f-structure (40):

(40)

/i, /a:

SUBJ
TSPEC A

NUM SG

PRED 'girl'

TENSE PAST
PRED 'hand((t SUBJ), (t OBJ), (t OBJ2))'

rspBC THE 1
OBJ /,: NUM SG

[PRED 'baby'

OBJ2

SPEC A
NUM SG

PRED 'toy'

Since f\ is the J,- variable of the root node of the tree (24), the outer f-
structure is what our simple grammar assigns to the string. This is just
the structure in (5), if the variable prefixes and the order of pairs are
ignored.

This example is special in that the argument positions of all the
function-application designators are filled with symbol designators. Cer-
tain grammatical situations give rise to less restricted designators, where
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the argument position is filled with another function-application. This
is possible because symbols have a dual status in our formalism: they
can serve in an f-structure both as attributes and as values. These more
general designators permit the grammatical relation assigned to the J, f-
structure at a given node to be determined by internal features of that
f-structure rather than by the position of that node in the c-structure.
The arguments to a large number of English verbs, for instance, may ap-
pear as the objects of particular prepositions instead of as SUBJ, OBJ, or
OBJ2 noun phrases. In our theory, the lexical entry for a "case-marking"
preposition indicates that its object noun phrase may be treated as what
has traditionally been called a verb's oblique object. The semantic form
for the verb then specifies how to map that oblique object into the ap-
propriate argument of the predicate.

The to alternative for the double-NP realization of handed provides a
simple illustration. The contrasting sentence to our previous example (2)
is (10), repeated here for convenience:

(41) A girl handed a toy to the baby.

The c-structure for this sentence with a set of J,-variables for the function-
ally relevant nodes is shown in (42). It includes a prepositional phrase
following the object NP, as permitted by the new c-structure rules (43) :14

(42)

Det N V /4:NP /5:PP

Det N P /6:NP

Det N

A girl handed a toy to the baby

14We use the standard context-free abbreviation for optionality, parentheses that en-
close categories and schemata. Thus, (43a) also derives intransitive and transitive verb
phrases. Optionality parentheses should not be confused with the function-application
parentheses within schemata. We also use braces in rules to indicate alternative c-
structure expansions.
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(43) a. VP — *

V / NP N / NP \ PP*
^(t onj)=y ^(t OBJ2)=;; (t (4. PCASE))=|

b. PP — > P NP
(t

The PP element in (43a) exhibits two new rule features. The asterisk on
the PP category symbol is the Kleene-star operator; it indicates that that
rule element may be repeated any number of times, including none.15 The
schema on the PP specifies that the value of the PCASE attribute in the
PP's f-structure determines the functional role assigned to that structure.
Because the lexical schemata from to are attached to the Prep node, that
feature percolates up to the f-structure at the PP node. Suppose that to
has the case-marking lexical entry shown in (44a)16 and that handed has
the entry (44b) as an alternative to the one given in (22). Then the PP
f-structure serves the TO function, as shown in (45).

(44) a. to P (f PCASE) = TO
b. handed V (f TENSE) = PAST

(t PRED)='hand ((t SUBJ), (t OBJ), (t TO OBJ)) '

15Our c-structure rules thus diverge from a strict context-free formalism. We per-
mit the right-hand sides of these rules to be regular expressions as in a recursive
transition network, not just simply-ordered category sequences. The * is therefore
not interpreted as an abbreviation for an infinite number of phrase structure rules.

' As our theory evolves, we might incorporate other modifications to the c-structure
formalism. For example, in a formalism which, although oriented towards systemic
grammar descriptions, is closely related to ours, Kay (1979) uses patterns of partially-
ordered grammatical relations to map between a linear string and his equivalent to an
f-structure. Such partial orderings might be particularly well-suited for free word-order
languages.
16The case-marking entry is distinct from the entry for to when it serves as a predicate
in its own right, as in prepositional complements or adjuncts.
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(45) [SPEC A I
NUM SG
PRED 'girl'J

TENSE PAST

PRED 'hand {(t SUBJ) ,
[SPEC A "I

NUM SG

PRED 'toy' I

OBJ) , (t TO OBJ)) '

TO

rPCASE TO
["SPEC THE "

OBJ NUM SG

[PRED 'baby'

The 'baby' f-structure is accessible as the TO OBJ, and it is correctly
mapped onto the goal argument of 'hand' by the semantic form for handed
in (44b) and (45). As mentioned earlier, this is systematically related to
the semantic form in (22) by a dative lexical redundancy rule, so that the
generalization marking sentences (2) and (41) as paraphrases is not lost.

Most of the statements in the f-description for (41) are either the same
as or very similar to the statements in (25-27). The statements most
relevant to the issue at hand are instantiated inside the prepositional
phrase and at the PP node in the verb phrase:

(46) a. (/3 (/5 PCASE)) = /5 from PP in (43a)
b. (/s PCASE) = TO from to

The designator on the left side of (46a) is of course the crucial one. This
is processed by first locating the values of fe and (/5 PCASE), and then
applying the first of these values to the second. If (46b) is processed before
(46a), then the value of (/5 PCASE) will be the symbol TO, and (46a)
will thus receive the same treatment as the more restricted equations we
considered above.

We cannot insist that the f-description be processed in this or any
other order, however. Since equality is an equivalence relation, whether
or not an f-structure is a solution to a given f-description is not a property
of any ordering on the f-description statements. An order dependency in
our algorithm would simply be an artifact of its operation. Unless we
could prove that an acceptable order can be determined for any set of
statements, we would run the risk of ordering paradoxes whereby our al-
gorithm does not produce a solution even though satisfactory f-structures
do exist. A potential order dependency arises only when one equation
establishes relationships between entities that have not yet been defined.
Place-holders serve in our algorithm as temporary surrogates for those
unknown entities. Our examples above illustrate their use in represent-
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ing simple relationships. Changing the order in which equations (46) are
processed demonstrates that the proper treatment of more complicated
cooccurrence relationships does not depend on a particular sequence of
statements.

Suppose that (46a) is processed before (46b). Then the value of
(/5 PCASE) will be a place-holder as shown in (47a), and /$ will be assigned
an f-structure with place-holders in both attribute and value positions, as
in (47b):

(47) a. /S:[PCASE — ]
b- /s:[ -- ]

The value of the larger designator (fs (/5 PCASE)) will thus be the second
place-holder in (47b). When this is merged with the f-structure assigned
to /s, the result is (48):

It is not clear from (48) that the two blank lines stand for the same place-
holder. One way of indicating this fact is to annotate blank lines with an
identifying index whenever they represent occurrences of the same place-
holder in multiple contexts, as shown in (49). An alternative and perhaps
more perspicuous way of marking the important formal relationships is to
display the blank line in just one of the place-holder's positions and then
draw connecting lines to its other occurrences, as in (50):

(49)

(5°)

This problem of representation arises because our hierarchical f-structures
are in fact directed graphs, not trees, so all the connections cannot easily
be displayed in textual form. With the cooccurrences explicitly repre-
sented, processing equation (46b) causes the symbol TO to be substituted
for the place-holder in both positions:

/S:[TO /S:[PCASE TO]]

The index or connecting line is no longer needed, because the common
spelling of symbols in two positions suffices to indicate their formal iden-
tity. The structure (51) is combined with the result of processing the
remaining equations in the f-description, yielding the final structure (45).

The Kleene-star operator on the PP in (43a) allows for sentences hav-
ing more than one oblique object:
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(52) The toy was given to the baby by the girl.

The f-structure of this sentence will have both a TO OBJ and a BY OBJ.
Because of the functional well-formedness conditions discussed in the next
section, these grammatical relations are compatible only with a semantic
form that results from the passive lexical rule:

(53) 'hand {(t BY OBJ) , (f SUBJ) , (f TO OBJ)) '

Although the c-structure rule suggests that any number of oblique objects
are possible, they are in fact strictly limited by semantic form specifica-
tions. Moreover, if two prepositional phrases have the same preposition
and hence the same PCASE feature, the Uniqueness Condition implies that
only one of them can serve as an argument. If the sentence is to be gram-
matical, the other must be interpreted as some sort of adjunct. In (54),
either the policeman or the boy must be a nonargument locative:

(54) The baby was found by the boy by the policeman.

Thus, the PP element in rule (43a) derives the PP nodes for dative
to phrases, agentive by phrases, and other, more idiosyncratic English
oblique objects. Schemata similar to the one on the PP will be much
more common in languages that make extensive use of lexically as opposed
to structurally induced grammatical relations (e.g., heavily case-marked,
nonconfigurational languages).

We have illustrated how our algorithm builds the f-structure for two
grammatical sentences. However, as indicated above, f-descriptions which
contradict the Uniqueness Condition are not solvable, and our algorithm
must also inform us of this inconsistency. Consistency checking is carried
out by both the Locate and the Merge operators. The Locate operator,
for example, cannot succeed if a statement specifies that a symbol or
semantic form is to be applied as a function or if a function is to be
applied to an f-structure or semantic form argument. The string is marked
ungrammatical if this happens. Similarly, a merger cannot be completed
if the two entities to be merged are incompatible, either because they are
of different types (a symbol and an f-structure, for example) or because
they are otherwise in conflict (two distinct symbols or semantic forms, or
two f-structures that assign distinct values to the same argument). Again,
this means that the f-description is inconsistent.

Our algorithm thus produces one solution for an arbitrary consistent
f-description, but it is not the only solution. If an f-structure F is a
solution for a given f-description, then any f-structure formed from F by
adding values for attributes not already present will also satisfy the f-
description. Since the f-description does not mention those attributes or
values, they cannot conflict with any of its statements. For example, we
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could add the arbitrary pairs X-Y and z-w to the SUBJ f-structure of (40)
to form (55):

(55) (-SPEC A
NUM SG
PRED 'girl'
X Y
z w

Substituting this for the original SUBJ value yields another solution for
(25-27). This addition procedure, which defines a partial ordering on
the set of f-structures, can be repeated indefinitely. In general, if an
f-description has one solution, it has an infinite number of "larger" solu-
tions.

Of course, there is something counterintuitive about these larger solu-
tions. The extra features they contain cannot conflict with those specifi-
cally required by the f-description. In that sense they are grammatically
irrelevant and should not really count as f-structures that the grammar
assigns to sentences. This intuition, that we only countenance f-structures
with relevant attributes and values, can be formalized in a technical refine-
ment to our previous definitions that makes "the f-structure of a sentence"
a well-defined notion.

Looking at the partial ordering from the opposite direction, an f-
description may also have solutions smaller than a given one. These
are formed by removing various combinations of its pairs (for example,
removing the X-Y, z-w pairs from (55) produces the smaller original so-
lution in (40). Some smaller f-structures are too small to be solutions of
the f-description, in that they do not contain pairs that the f-description
requires. For example, if the SPEC feature is removed from (55), the
resulting structure will not satisfy equation (27a). We say that an f-
structure F is a minimal solution for an f-description if it meets all of the
f-description's requirements and if no smaller f-structure also meets those
requirements.

A minimal solution exists for every consistent f-description. By defi-
nition, each has at least one solution. Either that one is minimal, or there
is a smaller solution. If that one is also not minimal, there is another, still
smaller, solution. Since an f-structure has only a finite number of pairs
to begin with, there are only a finite number of smaller f-structures. This
sequence will therefore stop at a minimal solution after a finite number
of steps.

However, the minimal solution of an f-description is not necessarily
unique. The fact that f-structures are partially but not totally ordered
means that there can be two distinct solutions to an f-description both
of which are minimal but neither of which is smaller than the other.
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This would be the case for an f-description that contained the equation
(56), asserting that the subject and object have the same person, if other
equations were not included to specify that common feature's value.

(56) (f SUBJ PERS) = (t OBJ PERS)

Any f-structure that is a minimal solution for all other equations of the f-
description and contains any value at all for both the OBJ and SUBJ person
features will also be a minimal solution for the larger f-description that
includes (56). The values FIRST, SECOND, or THIRD, for instance, would
all satisfy (56), but an f-structure without some person value would not be
a solution. An f-description that does not have a unique minimal solution
is called indeterminate. In effect, such an f-description does not have
enough independent specifications for the number of unknown entities
that it mentions.

We can now formulate a precise condition on the well-formedness of a
string:

(57) Condition on Grammaticality
A string is grammatical only if it has a valid c-structure with
an associated f-description that is both consistent and determi-
nate. The f-structure assigned to the string is the value in the
f-description's unique minimal solution of the 4--variable of the
c-structure's root node.

This condition is necessary but not sufficient for grammaticality; we later
postulate additional requirements. As presented above, our solution al-
gorithm decides whether or not the f-description is consistent and, if it is,
constructs one solution for it. We observe that if no place-holders remain
in that solution, it is the unique minimal solution: if any attribute or value
is changed or removed, the resulting structure is not a solution since it
no longer satisfies the equation the processing of which gave rise to that
attribute or value. On the other hand, if there are residual place-holders
in the f-structure produced by the algorithm, the f-description is indeter-
minate. Those place-holders can be replaced by any number of values to
yield minimal solutions. Our algorithm is thus a decision procedure for
all the functional conditions on grammaticality specified in (57).

5 Functional well-formedness
The functional well-formedness conditions of our theory cause strings with
otherwise valid c-structures to be marked ungrammatical. Our functional
component thus acts as a filter on the output of the c-structure compo-
nent, but in a sense that is very different from the way surface structure
filtering has been used in transformational theory (e.g., Chomsky and



58 / RONALD M. KAPLAN AND JOAN BRESNAN

Lasnik 1977). We do not allow arbitrary predicates to be applied to the
c-structure output. Rather, we expect that a substantive linguistic the-
ory will make available a universal set of grammatical functions and fea-
tures and indicate how these may be assigned to particular lexical items
and particular c-structure configurations. The most important of our
well-formedness conditions, the Uniqueness Condition,17 merely ensures
that these assignments for a particular sentence are globally consistent
so that its f-structure exists. Other general well-formedness conditions,
the Completeness and Coherence Conditions, guarantee that grammatical
functions and lexical predicates appear in mutually compatible f-structure
configurations.

Consider the string (58), which is ungrammatical because the numbers
of the final determiner and noun disagree:

(58) *A girl handed the baby a toys.

The only f-description difference between this and our previous example
is that the lexical entry for toys produces the equation (59) instead of
(271):

(59) (/5 NUM) = PL

A conflict between the lexical specifications for a and toys arises because
their schemata are attached to daughters of the same NP node. Some of
the properties of that node's f-structure are specified by the determiner's
lexical schemata and some by the noun's. According to the Uniqueness
Condition, all properties attributed to it must be compatible if that f-
structure is to exist. In the solution process for (58), /§ will have the
tentative value shown in (60) when equation (59) is encountered in place
of (271). The value of the left-hand designator is the symbol SG, which is
incompatible with the PL value of the right-hand designator. These two
symbols cannot be merged.

(60) , JSPEC A ]
•^[NUM soj

The consistency requirement is a general mechanism for enforcing
grammatical compatibilities among lexical items widely separated in the
17 Our general Uniqueness Condition is also the most crucial of several differences
between lexical-functional grammar and its augmented transition network precursor.
ATN SETR operations can arbitrarily modify the f-structure values (or "register con-
tents" , in ATN terminology) as they are executed in a left-to-right scan of a rule or
network. The register SUBJ can have one value at one point in a rule and a completely
different value at a subsequent point. This revision of value assignments is not allowed
in LFG. Equations at one point cannot override equations instantiated elsewhere—all
equations must be simultaneously satisfied by the values in a single f-structure. As
we have seen, the properties of that f-structure thus do not depend on the particular
sequence of steps by which schemata are instantiated or the f-description is solved.
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c-structure. The items and features that will enter into an agreement are
determined by both lexical and grammatical schemata. Number agree-
ment for English subjects and verbs illustrates a compatibility that op-
erates over a somewhat wider scope than agreement for determiners and
nouns. It accounts for the unacceptability of (61):

(61) *The girls hands the baby a toy.

The grammar fragment in (21) needs no further elaboration in order to
reject this string. The identification on the VP in (21a) indicates that one
f-structure corresponds to both the S and the VP nodes. This implies that
any constraints imposed on a SUBJ function by the verb will in fact apply
to the SUBJ of the sentence as a whole, the f-structure corresponding to
the first NP. Thus, the following lexical entry for hands ensures that it
will not cooccur with the plural subject girls:

(62) hands V (t TENSE) = PRES
(t SUBJ NUM) = SG
(t PRED) = 'hand{(t suBj),(t OBj),(t OBJ2))'

The middle schema, which is contributed by the present tense morpheme,
specifies the number of the verb's subject. It is instantiated as (63a), and
this is inconsistent with (63b), which would be derived from the lexical
entry for girls:

(63) a. (/3 SUBJ NUM) = SG
b. (/2 NUM) = PL

The conflict emerges because /2 is the SUBJ of /i, and /i is equal to fs.
We rely on violations of the Uniqueness Condition to enforce many

cooccurrence restrictions besides those that are normally thought of as
agreements. For example, the restrictions among the elements in an En-
glish auxiliary sequence can be handled in this way, even though the
matching of features does not at first seem to be involved. There is a
natural way of coding the lexical features of auxiliaries, participles, and
tensed verbs so that the "affix-hopping" phenomena follow as a conse-
quence of the consistency requirement. Auxiliaries can be treated as main
verbs that take embedded VP' complements. We expand our grammar as
shown in (64) in order to derive the appropriate c-structures:18

18The optional to permitted by rule (64b), while necessary for other types of VP
complements, does not appear with most auxiliary heads. This restriction could be
imposed by an additional schema.
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(64) a. VP —>

NP "\ ( NP \ PP* / VP'
OBJ2)=,J (t (4-PCASE))=|

b. VP'—* (to) VP
t=4-

Rule (64a) allows an optional VP' following the other VP constituents.
Of course, auxiliaries exclude all the VP possibilities except the VCOMP;
this is enforced by general completeness and coherence conventions, as
described below. For the moment, we focus on their affix cooccurrence
restrictions, which are represented by schemata in the lexical entries for
verbs. Each nonfinite verb will have a schema indicating that it is an
infinitive or a participle of a particular type, and each auxiliary will have
an equation stipulating the inflectional form of its VCOMP.19 The lexi-
cal entries in (65-66) are for handing considered as a present participle
(as opposed to a past tense or passive participle form) and for is as a
progressive auxiliary:20

(65) handing V (f PARTICIPLE) = PRESENT
(t PRED) = 'hand ((t SUBJ), (t OBJ), (t OBJ2)>'

(66) is V a. (t TENSE) = PRES
b. (f SUBJ NUM) = SG
c. (t PRED) = 'prog((t VCOMP))'
d. (t VCOMP PARTICIPLE) = PRESENT
e. (f VCOMP SUBJ) = (f SUBJ)

Schema (66d) stipulates that the PARTICIPLE feature of the verb phrase
complement must have the value PRESENT. The VCOMP is denned in
(64a) as the J, f-structure of the VP' node, and this is identified with the
J, f-structure of the VP node by the schema in (64b). This means that
the PARTICIPLE stipulations for handing and is both hold of the same f-
structure. Hence, sentence (67a) is accepted but (67b) is rejected because
has demands of its VCOMP a non-PRESENT participle:

(67) a. A girl is handing the baby a toy.
19A small number of additional features are needed to account for the finer details
of auxiliary ordering and for other cooccurrence restrictions, as noted for example by
Akmajian, Steele, and Wasow (1979).
20In a more detailed treatment of morphology, the schemata for handing would be
derived systematically by combining the schemata for hand (namely, the PRED schema
in (65)) with ing's schemata (the PARTICIPLE specification) as the word is formed by
summation.
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b. *A girl has handing the baby a toy.

Schemata (66c,e) deserve special comment. The semantic form for
is specifies that the logical formula derived by interpreting the VCOMP
function is the single argument of a predicate for progressiveness. Even
though the f-structure for (67a) will include a SUBJ function at the level of
the PROG predicate, that function does not serve as an argument of PROG.
Instead, it is asserted by (66e) to be equivalent to the SUBJ at the handing
level. This would not otherwise exist, because there is no subject NP in
the VP' expansion. The effect is that girl is correctly interpreted as the
first argument of 'hand'. (66e) is an example of a schema for functional
control, which we will discuss more fully below.

These illustrations of the filtering effect of the Uniqueness Condition
have glossed over an important conceptual distinction. A schema is of-
ten included in a lexical entry or grammatical rule in order to define the
value of some feature. That is, instantiations of that schema provide suf-
ficient grounds for inserting the feature-value pair into the appropriate
f-structure (assuming of course that there is no conflict with the value de-
fined by other equations). However, sometimes the purpose of a schema is
only to constrain a feature whose value is expected to be defined by a sep-
arate specification. The feature remains valueless when the f-description
lacks that specification. Intuitively, the constraint is not satisfied in that
case and the string is to be excluded. Constraints of this sort thus impose
stronger well-formedness requirements than the definitional inconsistency
discussed above.

Let us reexamine the restriction that schema (66d) imposes on the
participle of the VCOMP of is. We have seen how this schema conspires
with the lexical entries for handing (65) and has to account for the facts
in (67). Intuitively, it seems that the same present-participle restriction
ought to account for the unacceptability of (68):

(68) *A girl is hands the baby a toy.

This string will not be rejected, however, if hands has the lexical entry
in (62) and (66d) is interpreted as a defining schema. The PARTICIPLE
feature has no natural value for the finite verb hands, and (62) therefore
has no specification at all for this feature. This permits (66d) to define
the value PRESENT for that feature without risk of inconsistency, and the
final f-structure corresponding to the hands VP will actually contain a
PARTICIPLE-PRESENT pair. We have concluded that hands is a present
participle just because is would like it to be that way! If, on the other
hand, we interpret (66d) as a constraining schema, we are prevented from
making this implausible inference and the string is appropriately rejected.
The constraining interpretation is clearly preferable.
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Introducing a special interpretation for f-description statements is not
strictly necessary to account for these facts. We could allow only the
defining interpretation of equations and still obtain the right pattern of
results by means of additional feature specifications. For example, we
could insist that there be a PARTICIPLE feature for every verbal form,
even finite forms that are notionally not participles at all. The value
for tensed forms might be NONE, and this would be distinct from and
thus conflict with PRESENT and all other real values. The lexical entry
for hands would become (69), and (68) would be ruled out even with a
defining interpretation for (66d):

(69) hands V (f PARTICIPLE) = NONE
(t TENSE) = PRES
(t SUBJ NUM) = SG
(f PRED) = 'hand {(t SUBJ), (t OBJ), (foBJ2))'

There are two objections to the presence of such otherwise unmotivated
features: they make the formal system more cumbersome for linguists
to work with and less plausible as a characterization of the linguistic
generalizations that children acquire. Lexical redundancy rules in the
form of marking conventions provide a partial answer to both objections.
A redundancy rule, for example, could assign special no-value schemata
to every lexical entry that is not already marked for certain syntactic
features. Then the NONE schema would not appear in the entry for hands
but would still be available for consistency checking.

Although we utilize lexical redundancy rules to express a variety of
other generalizations, we have chosen an explicit notational device to
highlight the conceptual distinction between definitions and constraints.
The ordinary equal-sign that has appeared in all previous examples in-
dicates that a schema is definitional, while an equal-sign with the letter
"c" as a subscript indicates that a schema expresses a constraint. With
this notation, the lexical entry for is can be formulated more properly as
(70):

(70) is V (f TENSE) = PRES
(t SUBJ NUM) = SG
(t PRED) = 'prog((t VCOMP))'
(f VCOMP PARTICIPLE) =c PRESENT
(t VCOMP SUBJ) = (f SUBJ)

The notational distinction is preserved when the schemata are instanti-
ated, so that the statements in an f-description are also divided into two
classes. Defining equations are interpreted by our solution algorithm in
the manner outlined above and thus provide evidence for actually con-
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structing satisfactory structures. Constraining equations are simply not
given to the solution algorithm. They are reserved until all defining equa-
tions have been processed and all variables have been assigned final f-
structure values. At that point, the constraining equations are evaluated,
and the string is accepted only if they all turn out to be true. This
difference in interpretation accurately reflects the conceptual distinction
represented by the two types of equations. It also gives the right result
for string (68): since the revised VCOMP requirement in (70) will be false
for the f-structure constructed from its defining equations, that string will
be rejected without adding the special NONE value to hands.

Whether or not a particular cooccurrence restriction should be en-
forced by consistency among defining equations or the later evaluation of
constraining equations depends on the meaning that is most naturally as-
signed to the absence of a feature specification. A constraining equation is
appropriate if, as in the examples above, an unspecified value is intended
to be in conflict with all of a feature's real values. On the other hand,
a value specification may be omitted for some features as an indication
of vagueness, and the restriction is then naturally stated in terms of a
defining equation.21 The case features of English nouns seem to fall into
this second category: only pronouns have explicit nominative/accusative
markings; all other nouns are intuitively unmarked yet may appear in
either subject or object positions. The new subject-NP schema in (71)
defines the subject's case to be NOM. The NOM value will thus be included
in the f-structure for any sentence with a nominative pronoun or nonpro-
noun subject. Only strings with accusative pronouns in subject position
will have inconsistent f-descriptions and be excluded.

(71) S —> NP VP
(t SUBJ) =J, f = 4

(4- CASE) = NOM (| TENSE)
Defining schemata always assert particular values for features and thus

always take the form of equations. For constraints, two nonequational
specification formats also make sense. The new TENSE schema in (71),
for example, is just a designator not embedded in an equality. An instan-
tiation of such a constraint is satisfied just in case the expression has some
value in the final f-structure; these are called existential constraints. The
TENSE schema thus expresses the requirement that S-clauses must have
tensed verbs and rules out strings like (72):

21A marking convention account of the defining/constraining distinction would have
to provide an alternative lexical entry for each value that the vaguely specified feature
could assume. A vague specification would thus be treated as an ambiguity, contrary
to intuition.
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(72) *A girl handing the baby a toy.

As with equational constraints, it is possible to achieve the effect of an
existential schema by introducing ad hoc feature values (e.g., one that dis-
criminates tensed forms from all other verbals), but this special constraint
format more directly represents the intuitive content of the requirement.

Finally, constraints may also be formed by adding a negation operator
to an equational or existential constraint. The sentence is then acceptable
only if the constraint without the negation turns out to be false. Such
constraints fall quite naturally within our formal framework and may
simplify a variety of grammatical descriptions. The negative existential
constraint in (73), for example, is one way of stipulating that the VP after
the particle to in a VP' is untensed:

(73) VP' —> / to \ VP
^-•(t TENSE)/ t = •!•

According to these well-formedness conditions, strings are rejected
when an f-structure cannot be found that simultaneously satisfies all the
explicit defining and constraining statements in the f-description. LFG
also includes implicit conventions whose purpose is to make sure that f-
structures contain mutually compatible combinations of lexical predicates
and grammatical functions. These conventions are defined in terms of a
proper subset of all the features and functions that may be represented
in an f-structure. That subset consists of all functions whose values can
serve as arguments to semantic predicates,22 such as subject and various
objects and complements. We refer to these as the governable grammati-
cal functions. A given lexical entry mentions only a few of the governable
functions, and we say that that entry governs the ones it mentions.23 Our
conditions of functional compatibility simply require that an f-structure
contain all of the governable functions that the lexical entry of its predi-
cate actually governs, and that it contain no other governable functions.

This compatibility requirement gives a natural account for many types
of ill-formedness. The English c-structure grammar, for example, must
permit verbs not followed by NP arguments so that ordinary intransitive
sentences can be generated. However, the intransitive VP rule can then be
applied with a verb that normally requires objects to yield a c-structure
and f-structure for ill-formed strings such as (74):

(74) *The girl handed.
22In the more refined theory of lexical representation presented in Bresnan (1982b,c),
the relevant functions are those that appear in the function-assignment lists of lexical
predicates. The two characterizations are essentially equivalent.
23 For a fuller discussion of government in lexical-functional theory, see Bresnan
(1982a).
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The unacceptability of this string follows from the fact that the lexical
entry for handed governs the grammatical functions OBJ and OBJ2 or
TO OBJ, which do not appear in its f-structure. On the other hand, there
is nothing to stop the c-structure rule that generates objects from applying
in strings such as (75), where the verb is intransitive.

(75) *The girl fell the apple the dog.

This string exhibits the opposite kind of incompatibility: the governable
functions OBJ and OBJ2 do appear in its f-structure but are not governed
by the intransitive verb fell.

Stated in more technical terms, string (74) is ungrammatical because
its f-structure is not complete while (75) fails because its f-structure is not
coherent. These properties off-structures are precisely denned as follows:

(76) Definitions of Completeness and Coherence
(a) An f-structure is locally complete if and only if it contains

all the governable grammatical functions that its predicate
governs. An f-structure is complete if and only if it and all
its subsidiary f-structures are locally complete.

(b) An f-structure is locally coherent if and only if all the gov-
ernable grammatical functions that it contains are governed
by a local predicate. An f-structure is coherent if and only
if it and all its subsidiary f-structures are locally coherent.

Functional compatibility then enters into our notion of grammaticality by
way of the following obvious condition:

(77) Grammaticality Condition
A string is grammatical only if it is assigned a complete and
coherent f-structure.

Since coherence and completeness are defined in terms of local config-
urations of functions, there are straightforward ways of formally verifying
that these conditions are satisfied. For example, a set of constraints that
encode these requirements can be added to all f-descriptions by a simple
redundancy convention. We identify a set of governable designators cor-
responding to the governable grammatical functions and a set of governed
designators corresponding to the functions governed by a particular lexi-
cal entry. The set of governable designators for a language is simply a list
of every designator that appears as an argument in a semantic form for at
least one entry in the lexicon. Thus the set of governable designators for
English includes (| SUBJ), (t OBJ), (t BY OBJ), (| VCOMP), etc. The
set of governed designators for a particular lexical entry then contains
only those members of the governable list that appear in that entry. If
existential constraints for all the governed designators are instantiated
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along with the other schemata in the lexical entry, then the f-structure in
which the lexical predicate appears will be locally complete if and only if
it satisfies all those constraints. The f-structure will be locally coherent
if and only if negative existential constraints for all the governable but
ungoverned designators are also satisfied. Under this interpretation, ex-
ample (74) above is incomplete because its f-structure does not satisfy the
constraining schema (t OBJ) and (75) is incoherent because ->(t OBJ) is
not satisfied.

It is important to observe that a designator is considered to be gov-
erned by an entry if it appears anywhere in the entry, not solely in the
semantic form argument-list (though to be governable, it must appear
as an argument in some lexical entry). In particular, the designator may
appear only in a functional control schema or only in a schema defining or
constraining some feature. Thus, the lexical entry for is in (66) above is
considered to govern the designator (f SUBJ) because of its appearance in
both the number-defining schema and the control schema for the VCOMP'S
SUBJ. (f SUBJ), however, is not assigned to an argument in the semantic
form 'prog((t VCOMP))'.

A grammatical function is also considered to be governed by an entry
even when its value is constrained to be a semantically empty syntactic
formative. Among these formatives are the expletives there and it, plus
the components of various idiomatic expressions (e.g., the idiomatic sense
of tabs in the expression keep tabs on). The lexicon marks such items
as being in ordinary syntactic categories (pronoun or noun, for example),
but their schemata specify a symbol value for a FORM attribute instead
of a semantic form value for a PRED attribute:

(78) tabs N (f FORM) = TABS
(t NUM) = PL

A tabs NP may appear in any c-structure NP position and will be assigned
the associated grammatical function. The Coherence Condition ensures
that that function is governed by the lexical head of the f-structure; (79)
is ruled out for the same reason that (75) is ill-formed:

(79) *The girl fell tabs.

If the f-structure is coherent, then its lexical head makes some specification
about the tabs function. For the acceptable sentence (80), the lexical entry
for the idiomatic kept has a constraining schema for the necessary FORM
value, as illustrated in (81):

(80) The girl kept tabs on the baby.
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(81) kept V (f TENSE) = PAST
(t PRED) = 'observe {(t SUBJ) , (t ON OBJ))
(t OBJ FORM) =c TABS

This constraining schema precludes the OBSERVE reading of kept with the
nonidiomatic OBJ in (82a) and also rejects OBJ'S with the wrong formative
feature (82b):

(82) a. *The girl kept the dog on a baby,
b. *The girl kept there on a baby.

The ill-formedness of (83), however, is not predicted from the func-
tional compatibility conditions we have presented:

(83) *The girl handed there tabs.

In this example a governed function serving as an argument to the pred-
icate 'hand' has a semantically empty value. A separate condition of
semantic completeness could easily be added to our grammaticality re-
quirements, but such a restriction would be imposed independently by a
semantic translation procedure. A separate syntactic stipulation is there-
fore unnecessary.

In this section we have described several mechanisms for rejecting as
functionally deviant strings that have otherwise valid c-structure deriva-
tions. The Uniqueness Condition is the most basic well-formedness re-
quirement, since an f-structure does not even exist if it is not satisfied. If
an f-structure does exist, it must satisfy any constraining schemata and
the Completeness and Coherence Conditions must hold. The combined
effect of these conventions is to impose very strong restrictions among the
components of a sentence's f-structure and c-structure, so that seman-
tic forms and grammatical formatives can appear only in the appropri-
ate functional and constituent environments. Because of these functional
well-formedness conditions, there is no need for a separate notion of c-
structure subcategorization to guarantee that lexical cooccurrence restric-
tions are satisfied. Indeed, Grimshaw (1982) and Maling (1980) suggest
that an account of lexical cooccurrences based on functional compatibility
is superior to one based on subcategorization.

These mechanisms ensure that syntactic compatibility holds between
a predicate and its arguments. A sentence may have other elements, how-
ever, that are syntactically related to the predicate but are not syntacti-
cally restricted by it. These are the adverbial and prepositional modifiers
that serve as adjuncts of a predicate. Although adjuncts and predicates
must be associated in an f-structure so that the correct semantic relation-
ship can be determined, adjuncts are not within range of a predicate's
syntactic schemata. A predicate imposes neither category nor feature
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restrictions on its adjuncts, semantic appropriateness being the only re-
quirement that must be satisfied. As the temporal adjuncts in sentence
(84) illustrate, adjuncts do not even obey the Uniqueness Condition.

(84) The girl handed the baby a toy on Tuesday in the morning.

Since adjuncts do not serve as arguments to lexical predicates, they are
not governable functions and are thus also immune to the Completeness
and Coherence Conditions.

Given the formal devices we have so far presented, there is no f-
structure representation of adjuncts that naturally accounts for these
properties. If an individual adjunct is assigned as the value of an at-
tribute (e.g., TEMP, LOG, or simply ADJUNCT), the Uniqueness Condition
is immediately applicable and syntactic cooccurrence restrictions can in
principle be stated. However, the shared properties of adjuncts do follow
quite naturally from a simple extension to the notion of what a possible
value is. Besides the individual f-structure values for the basic grammati-
cal relations, we allow the value of an attribute to be a set of f-structures.
Values of this type are specified by a new kind of schema in which the
membership symbol 6 appears instead of a defining or constraining equal-
sign.

The membership schema | e (t ADJUNCTS) in the VP rule (85), for
example, indicates that the value of ADJUNCTS is a set containing the
PP's f-structure as one of its elements.

(85) VP —> V NP NP PP*
(toBj)=4, (tc-Bj2)=4. 4 e (f ADJUNCTS)

The * permits any number of adjuncts to be generated, and the 4-
metavariable will be instantiated differently for each one. The f-description
for sentence (84) will thus have two membership statements, one for the
on Tuesday PP and one for in the morning. These statements will be
true only of an f-structure in which ADJUNCTS has a set value containing
one element that satisfies all other statements associated with on Tuesday
and another element satisfying the other statements of in the morning.
The outline of such an f-structure is shown in (86):
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SUBJ
(86) p [SPEC A

NUM so
PRED 'girl'

TENSE PAST

PRED 'hand{(t SUBJ), (t OBJ), (t OBJ2))'
[SPEC THE

OBj NUM SG
[PRED 'baby'

[SPEC A
OBJ2 NUM SG

[PRED 'toy'

ADJUNCTS { "ON TUESDAY" "IN THE MORNING" }

The braces in this representation surround the elements of the set value;
they are distinct from the braces in c-structure rules that indicate alter-
native expansions. We have elided the adjuncts' internal functions since
they are not immediately relevant to the issue at hand and are the topic
of current syntactic and semantic research (e.g., Neidle 1982; Halvorsen
1982).

The peculiar properties of adjuncts now follow from the fact that they
are treated syntactically as elements of sets. Membership statements
define adjuncts to be elements of a predicate's adjunct "pool", but there
is no requirement of mutual syntactic compatibility among the various
elements. Hence, the Uniqueness Condition does not apply. Further,
since there is no notation for subsequently referring to particular members
of that set, there is no way that adjuncts can be restricted by lexical
schemata associated with the predicate.24 Adjuncts are susceptible only
to conditions that can be stated on the rule elements that generate them.
Their category can be specified, and feature requirements can be imposed
by schemata involving the J, metavariable. Since reference to the adjunct
via 4- is not possible from other places in the string, our formal system
makes adjuncts naturally context-free.25

Although the PP in (85) appears in the same position as the oblique
object PP category in our previous VP rule, the schemata on the two PP
rule elements are quite different and apply to alternative lexical entries
of the preposition. The oblique object requires the case-marking lexical
24Unless, of course, the element is also the non-set value of another attribute. The
point is that the element is inaccessible in its role as adjunct. An interesting conse-
quence of this representation is that no cooccurrence restrictions between temporal
adverbs and tense can be stated in the syntax, a conclusion justified independently by
Smith (1978).
25Conjoined elements are similar to adjuncts in some of these respects and might also
be represented in an f-structure as sets.
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entry (with the PCASE feature defined), while semantic translation of the
adjunct requires the predicate alternative of the preposition. Adjuncts
and oblique objects can both appear in the same sentence and in any
order, as illustrated by (87a,b),26 and sometimes a PP may be interpreted
ambiguously as either an adjunct or an oblique object, as in (87c):

(87) a. The baby was handed the toy at five o'clock by the girl.
b. The baby was handed the toy by the girl at five o'clock.
c. The baby was handed the toy by the girl by the policeman.

To account for these facts, the adjunct possibility must be added as an
alternative to the oblique object PP in our previous VP rule (64a). The
star operator outside the braces in (88) means that the choice between
the two PP's may be repeated arbitrarily.

(88) VP — > pp
NP W NP \ x vp,

|e(tADJUNCTS)
An equivalent but more compact formulation of this rule is given in (89).
We have factored the common elements of the two PP alternatives, moving
the braces so that they enclose just the alternative schemata.

(89) VP — >

V / NP W NP \ PP* / VP'
(fUPCASE))=4.

ADJUNCTS)

A simple extension to our solution algorithm permits the correct in-
terpretation of membership statements. We use a new operator Include
for membership statements, just as we use Merge for equalities. If dt

and cfe are designators, a statement of the form di 6 efe is processed
by performing Include[Locate[di], Locate^]]- As formally defined in the
Appendix, the Include operator makes the value located for the first desig-
nator be an element of the set value located for the second designator; the
f-description is marked inconsistent if that second value is known not to
be a set. With this extension our algorithm becomes a decision procedure
for f-descriptions that contain both membership and equality statements.
26There is sometimes a preferred ordering of adjuncts and oblique objects. Grammat-
ical descriptions might not be the proper account of these biases; they might result
from independent factors operating in the psychological perception and production
processes. See Ford, Bresnan, and Kaplan (1982) for further discussion.
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6 Levels of representation
We have now covered almost all the major structures and mechanisms
of lexical-functional grammar, except for the bounded tree relations that
govern long-distance grammatical dependencies. We postpone that dis-
cussion for still a few more pages in order to first review and reinforce
some earlier claims.

We said at the outset that constituent structures and functional struc-
tures are formally quite different, and the descriptions of the preceding
pages have amplified that point considerably. However, the mechanisms
of our formal system—the immediate domination metavariables and the
various grammatical and lexical schemata—presuppose and also help to
establish a very close, systematic connection between the two levels of
representation. Our claim of formal distinctness would of course be mean-
ingless if this close connection turned out to be an isomorphism, so it is
worth describing and motivating some ways in which c-structures and f-
structures for English diverge. We show that individual c-structure nodes
are not isomorphic to subsidiary f-structures for particular sentences and,
more generally, that there is no simple relationship between node config-
urations and grammatical functions.

We observe first that our instantiation procedure defines only a par-
tial correspondence between c-structure nodes and subsidiary f-structures.
There are both c-structure nodes with no corresponding f-structures and
also f-structures that do not correspond to c-structure nodes. The former
situation is illustrated in our previous examples by every c-structure node
which is not assigned a ^-variable and therefore has no J, f-structure. The
English imperative construction gives a simple illustration of the latter
case: the subsidiary f-structure representing 'you' as the "understood"
subject is not associated with a c-structure node. Plausible c- and f-
structures for the imperative sentence (90a) would be generated by the
alternative expansion for S in (90b), assuming that the lexical entry for
hand has a +-valued iNF(initive) feature:27

(90) a. Hand the baby a toy.
b. S —•> VP

t = 4-
(f INP)=C +

(t SUBJ PRED) = 'you'

With this rule, the c-structure contains no NP dominated by S, yet the J.
27 A more realistic example would specify an imperative mood marker and perhaps
other features.
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f-structure of the S node has as its SUBJ another full-fledged f-structure,
defined completely by grammatical schemata:

(91) SUBJ [PEED 'you']

INF +

PRED 'hand ((f SUBJ) ,
[SPEC THE ~\

NUM SG

PRED 'baby'

(t OBJ), (f OBJ2))'

OBJ

OBJ2

TSPEC A
NUM SG

[PRED 'toy'

A standard transformational grammar provides a dummy NP as a deep
structure subject so that the correct semantic interpretation can be con-
structed and the necessary cooccurrence restrictions enforced. Our func-
tional subject is sufficient for these purposes; the dummy NP is without
surface justification and therefore does not appear in the c-structure.

Second, when nodes and subsidiary f-structures do correspond, the
correspondence is not necessarily one-to-one. An identification schema,
for example, usually indicates that two distinct nodes are mapped onto
a single f-structure. In (40) a single f-structure is assigned to the J,-
variables for both the S and VP nodes in the c-structure given in (24),
in accordance with the identification equation (25b). The two distinct
nodes exist in (24) to capture certain generalizations about phrase struc-
ture cooccurrences and phonological patterns. The identification has the
effect of "promoting" the functional information associated with the VP
so that it is at the same hierarchical level as the SUBJ. This brings the
SUBJ within range of the PRED semantic form, simplifying the statement
of the Completeness and Coherence Conditions and allowing a uniform
treatment of subjects and objects. As noted above, this kind of promotion
also permits lexical specification of certain contextual restrictions, such
as subject-verb number agreements.

Let us now consider the relationship between configurations of c-
structure nodes and grammatical functions. The imperative example
shows that a single functional role can be filled from distinct node con-
figurations. While it is true for English that an S-dominated NP always
yields a SUBJ function, a SUBJ can come from other sources as well. The
grammatical schema on the VP for the imperative actually defines the
SUBJ'S semantic form. For a large class of other examples, the understood
subject (that is, not from an S-NP configuration) is supplied through a
schema of functional control. Control schemata, which identify grammat-
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ical relations at two different levels in the f-structure hierarchy, offer a
natural account for so-called "equi" and "raising" phenomena.28

Sentence (92) contains the equi-type verb persuaded. The intuitive in-
terpretation of the baby NP in this sentence is as an argument of both PER-
SUADE and GO. This interpretation will be assigned if persuaded has the
lexical entry (93), given our previous VP rule (88) and the new schemata
in (94) for the VP"s optional to.

(92) The girl persuaded the baby to go.

(93) persuaded V (t TENSE) = PAST
(t VCOMP TO) =c +
(t VCOMP SUBJ) = (t OBJ)

(fpRED) = 'persuade ((f SUBJ), (t OBJ), (t VCOMP))

(94) VP'—> / to \ VP
(t TO) = + t =;

INF)=C +/
Our rules generate a c-structure in which persuaded is followed by an NP
and a VP', where the VP' is expanded as a to-complement. This is shown
in (95):

(95) S

Det N

The girl persuaded the baby to go
The f-structure for the baby NP becomes the OBJ of persuaded and the
VP' provides the VCOMP. The control schema, the second to last one in
(93), identifies the OBJ f-structure as also being the SUBJ of the VCOMP.
That f-structure thus appears in two places in the functional hierarchy
(96):

28The term grammatical control is sometimes used as a synonym for functional control.
This kind of identification is distinct from anaphoric control, which links pronouns to
their antecedents, and constituent control, which represents long-distance dependen-
cies. Constituent control is discussed in Section 7. For discussions of functional and
anaphoric control, see Andrews (1982b), Bresnan (1982a), Neidle (1982).
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(96)
SUBJ

.

SPEC A 1
MUM SG

PRED 'girl'J

TENSE PAST

PRED 'persuade {(t SUBJ), (f OBJ), (t VCOMP))
("SPEC THE "I

NUM SGOBJ
[PRED 'baby'

VCOMP

SUBJ
[SPEC THE •

NUM SG

PRED 'baby'

INF +

TO +

LPRED 'go{(t SUBJ))'

The complement in this f-structure has essentially the same grammatical
relations that would be assigned to the ifioi-complement sentence (97),
even though the c-structure for the iftat-complement is quite different:

(97) The girl persuaded the baby that the baby (should) go.

The contrast between oblique objects and adjuncts shows that similar
c-structure configurations—a VP dominating a PP—can be mapped into
distinct grammatical functions. A comparison of the equi verbs persuaded
and promised provides another illustration of the same point. Sentence
(98) is the result of substituting promised for persuaded in sentence (92):

(98) The girl promised the baby to go.

This substitution does not change the c-structure configurations, but for
(98) the girl, not the baby, is understood as an argument of both the
matrix and complement predicates. This fact is easily accounted for if the
control schema in the lexical entry for promised identifies the complement
SUBJ with the matrix SUBJ instead of the matrix OBJ:

(99) promised V (f TENSE) = PAST
(t PRED) = 'promise ((t SUBJ), (f OBJ), (f VCOMP)) '
(t VCOMP TO) =c +
(t VCOMP SUBJ) = (t SUBJ)

With this lexical entry, the f-structure for (98) correctly defines 'girl' as
the argument of 'go':
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(100)
SUBJ

.

SPEC A 1
NUM SG

PRED 'girl' J

TENSE PAST

PRED 'promise <(t SUBJ) , (t OBJ) , (f VCOMP))
fSPEC THE 1

NUM SG
PRED 'baby'

OBJ

VCOMP

SUBJ [SPEC A
NUM SG
PRED 'girl'

INF +

TO +

LPRED 'go {(t SUBJ))' _

The f-structure difference for the two types of equi verbs thus follows from
the differing functional control schemata in their lexical entries, not from
any c-structure difference.

From a formal point of view, there is no restriction on which grammat-
ical relations in the matrix and complement may be identified by a schema
for functional control. Very strong limitations, however, are imposed by
the substantive linguistic theory that is based on our lexical-functional for-
malism. As discussed by Bresnan (1982a), the functional control schemata
of human languages universally identify the SUBJ of a complement with
the SUBJ, OBJ, or OBJ2 of the matrix.29 Control schemata for verb phrase
complements different from those above for promised and persuaded may
not appear in the grammar or lexicon of any human language. This
universal stipulation explains the familiar contrast in the passivization
behavior of persuade and promise:

(101) a. The baby was persuaded to go by the girl,
b. *The baby was promised to go by the girl.

Bresnan (1982c) argues that the systematic relationship between actives
and their corresponding passives can be expressed by a universal lexical
rule. In simple terms, this rule asserts that for any language, if an active
lexical entry for a stem mentions the SUBJ and OBJ functions, then there
is a passive lexical entry based on the same stem in which SUBJ is replaced
by an oblique-object function and OBJ is replaced by SUBJ. For English,
29The TOPIC function in English relative clauses and in touj/ft-movement constructions
may also be functionally controlled, as described in Section 7.
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the passive oblique object is marked by the preposition by, so the English
instance of this universal rule is as follows:30

(102) (f SUBJ) (->• (f BY OBJ)
(t OBJ) H-» (t SUBJ)
(t PARTICIPLE) = PASSIVE

This rule indicates the replacements to be performed and also spec-
ifies that a PARTICIPLE schema appears in passive entries in addition to
other schemata derived from the stem. Accordingly, the passive lexical
entries based on the stems underlying the past tense forms persuaded and
promised are as follows:

(103) a. persuaded V (t PARTICIPLE) = PASSIVE
(t VCOMP TO) =c +
(t VCOMP SUBJ) = (t SUBJ)

(t PRED) = 'persuade ((f BY OBJ), (t SUBJ), (f VCOMP))
b. promised V (t PARTICIPLE) = PASSIVE

(t VCOMP TO) =c +
(t VCOMP SUBJ) = (f BY OBJ)

(f PRED) = 'promise {(t BY OBJ), (t SUBJ), (f VCOMP))

Notice that (f SUBJ) and (t OBJ), the left-hand designators in the lexical
rule, are replaced inside semantic forms as well as in schemata. The con-
trol schema in (103a) conforms to the universal restriction on functional
control, but the one in (103b) does not. Since (103b) is not a possible
lexical entry, promise may not be passivized when it takes a verb phrase
complement.

We have argued that the fo-complement and that-complement of per-
suaded have essentially the same internal functions. The sentences (92)
and (97) in which those complements are embedded are not exact para-
phrases, however. The Jftai-complement sentence allows a reading in
which two separate babies are being discussed, while for sentence (92)
there is only one baby who is an argument of both persuade and go. This
difference in interpretation is more obvious when quantifiers are involved:
(104a) and (104b) are roughly synonymous, and neither is equivalent to
(104c).

(104) a. The girl persuaded every baby to go.
b. The girl persuaded every baby that he should go.
c. The girl persuaded every baby that every (other) baby should

go.
30 See Bresnan (1982c) for a discussion of the morphological changes that go along
with these functional replacements.



A FORMAL SYSTEM FOR GRAMMATICAL REPRESENTATION / 77

Since semantic translation is defined on functional structure, f-structures
must mark the difference between occurrences of similar subsidiary f-
structures where semantic coreferentiality is implied, as in the to-
complement, and occurrences where the similarity is only accidental.

The necessary f-structure distinction follows from a simple formal
property of semantic forms that we now introduce. The semantic form
representations that appear in schemata are treated as "meta" seman-
tic forms, templates for an infinite number of distinct "actual" semantic
forms. Just as an actual variable is substituted for a metavariable by the
instantiation procedure, so a meta-form is replaced by a unique actual
form, identified by attaching an index to the predicate-argument specifi-
cation. A given schema, say (105a), might be instantiated as (105b) at
one node in the tree and (105c) at another:

(105) a. (t PRED) = 'baby'
b. (/4 PRED) = 'baby'i
c. (/6 PRED) = 'baby'2

F-description statements and f-structures thus contain recognizably dis-
tinct instances of the semantic forms in the grammar and lexicon. Each
indexed actual form enters into predicate-argument relations as indicated
by the meta-form, but the different instances are not considered identical
for the purposes of semantic translation or functional uniqueness.

Returning to the two complements of persuaded, we observe that only
one schema with 'baby' is involved in the derivation of the £o-complement
while two such schemata are instantiated for the iAat-complement. The
indices of the two occurrences of 'baby' are therefore the same in the
indexed version of the to-complement's f-structure (106) but different in
the f-structure for the t/iof-complement (107):31

31F-structure (107) ignores such details as the tense and mood of the i/ioi-complement.
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(106) [SPEC A I
SUBJ NUM SG

[PRED 'girl'ij
TENSE PAST

PRED 'persuade {(t SUBJ) , (t OBJ) , (t VCOMP)) '2
("SPEC THE 1

OBJ NUM SG
| PRED 'baby'3 |

VCOMP

SUBJ

INF +
TO +

"SPEC THE
NUM SG
PRED 'baby's

(107)

«go{(t SUBJ))'4 J

TSPEC A "I
SUBJ NUM SG

[PRED 'girl'ij
TENSE PAST

PRED 'persuade ((t SUBJ) , (t OBJ) , (t VCOMP)) '2
I" SPEC THE 1

OBJ NUM SG
I PRED 'baby's I

["SPEC THE
SUBJ NUM SG

[PRED 'baby's
SCOMP

INF +
TO +

LPRED 'go{(t suBj))'4

The semantic contrast between the two complement types is marked in
these f-structures by the differing patterns of semantic form indexing.

It is technically correct to include indices with all semantic forms in
f-descriptions and f-structures, but the nonidentity of two forms with dis-
similar predicate-argument specifications is clear even without explicit
indexing. We adopt the following convention to simplify our representa-
tions: two semantic form occurrences are assumed to be distinct unless
they have the same predicate-argument specification and the same index.
With this convention only the indices on the 'baby' semantic forms are
necessary in (106), and none of the indices are needed in (107). Control
equations imply that entire substructures to which coindexed semantic
forms belong will appear redundantly in several positions in an enclosing
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f-structure. This suggests a stronger abbreviatory convention which also
highlights the cases of f-structure identity. The internal properties of a
multiply-appearing subsidiary f-structure are displayed at only one place
in an enclosing f-structure. The fact that it is also the value of other
attributes is then indicated by drawing lines from the location of those
other attributes to the fully expanded value:
(108)

SUBJ

TENSE

PRED

OBJ

["SPEC A "I
NUM SG

[PRED 'girl'J
PAST

'persuade((t SUBJ), (t OBJ), (t VCOMP))'
PPEC THE

NUM SG

PRED 'baby'

VCOMP

SUBJ

INF +

TO +

PRED 'go ((I SUBJ)) '

This graphical connection makes it clear even without explicit indices on
'baby' that the object f-structure serves in several functional roles.

While a semantic form instance occurring in several positions indicates
semantic coreferentiality, different instances are seen as both semantically
and functionally distinct. This means that any attempt to equate different
instances will violate the Uniqueness Condition, even if they have the
same predicate-argument specification. This is an important consequence
of the semantic form instantiation procedure. For example, it rules out
an analysis of string (109) in which both prepositional phrases are merged
together as the BY OBJ, even though the PP f-structures agree in all other
features:

(109) *The baby was given a toy by the girl by the girl.

As another example, the distinctness of semantic form instances permits
a natural description of English subject-auxiliary inversion. As shown in
(110), the auxiliary can occur either before or after the subject, but it
must appear in one and not both of those positions.

(110) a. A girl is handing the baby a toy.
b. Is a girl handing the baby a toy?
c. *A girl the baby a toy.
d. *Is a girl is handing the baby a toy?

In transformational theories, facts of this sort are typically accounted for
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by a rule that moves a single base-generated item from one position to
another. Since no transformational apparatus is included in LFG, we
must allow the c-structure grammar to optionally generate the auxiliary
in both positions, for example, by means of the following modified S and
VP rules:

(111) a. S —¥ ( V \ NP VP
V(; AUX) =c +) (t SUBJ) = 4, t = 4

(4, CASE) = NOM (f TENSE)
b. VP —>

(V)/ NP W NP \ PP* / VP' \
V(f OBJ)=V ^(t OBj2)=4v/ f (t (4- PCASE))=4. \ Ut VCOMP)=47

\4, € (t ADJUNCTS)/
These rules provide c-structure derivations for all the strings in (110).
However, (HOc) is incoherent because there are no FRED'S for the NP ar-
guments, and it also fails to satisfy the TENSE existential constraint. The
f-description for (HOd) is inconsistent because the separately instantiated
semantic forms for is are both assigned as its PRED. The AUX constraint
in (Ilia) permits only verbs marked with the AUX feature to be fronted.

In Section 5 we treated the auxiliary is as a main verb taking an
embedded VP complement with a control schema identifying the matrix
and embedded subjects (see (70)). Is is unlike persuaded and promised in
that the f-structure serving two functional roles is not an argument of two
predicates: SUBJ does not appear in the semantic form'prog((t VCOMP))'.
The wider class of raising verbs differs from equi verbs in just this respect.
Thus, the lexical entry for persuade maps the baby f-structure in (108) into
argument positions of both persuade and go. The OBJ of the raising verb
expected, however, is an argument only of the complement's predicate, as
stipulated in the lexical entry (112):

(112) expected V (t TENSE) = PAST
(t PRED) = 'expect ((t SUBJ) , (t VCOMP))
(f VCOMP TO) =c +
(t VCOMP SUBJ) = (f OBJ)

Except for the semantic form change, the f-structure for sentence (113a)
is identical to (108). This minor change is sufficient to account for the
well-known differences in the behavior of these two classes of verbs, as
illustrated by (113b) and (113c) (seeBresnan 1982c for a fuller discussion).

(113) a. The girl expected the baby to go.
b. The girl expected there to be an earthquake.
c. *The girl persuaded there to be an earthquake.
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The difference between the raising and equi semantic forms shows that
the set of grammatical relations in an f-structure cannot be identified with
argument positions in a semantic translation. This is evidence for our
early claim that the functional level is also distinct from the semantic level
of representation. A stronger justification for this distinction comes from
considerations of quantifier scope ambiguities. The sentence (114a) has a
single f-structure, yet it has two semantic translations or interpretations,
corresponding to the readings (114b) and (114c):

(114) a. Every man voted in an election.
b. 'There was an election such that every man voted in it.'
c. 'For every man there was an election such that he voted in it.'

The election quantifier has narrow scope in (114b) and wide scope in
(114c). This ambiguity is not represented at the level of syntactic func-
tions since no syntactic generalizations depend on it. Instead, the alter-
native readings are generated by the procedure that produces semantic
translations or interpretations for f-structures.32

The distinctions between c-structure, f-structure, and semantic struc-
ture are supported by another scope-related phenomenon. Sentence
(115a) also has two readings, as indicated in (115b) and (115c):

(115) a. Everybody has wisely selected their successors.
b. 'Wisely, everybody has selected their successors (i.e., it is wise

of everybody to have selected their successors).'
c. 'Everybody selected their successors in a wise manner.'

The adverb has sentence scope in (115b) and so-called VP scope in (115c).
The single f-structure for this sentence not only fails to represent the
ambiguity but also fails even to preserve a VP unit to which the narrow
scope might be attached. The f-structure is flattened to facilitate the
statement of certain syntactic cooccurrence restrictions, to simplify the
Completeness and Coherence Conditions, as mentioned above, and also to
permit simple specifications of control relations. Independent motivation
for our proposal that the scope of semantic operators is not tied to a VP c-
structure node or an f-structure corresponding to it comes from Modern
Irish, a VSO language that nonetheless exhibits this kind of ambiguity
(McCloskey 1979).

We have shown that functional structure in LFG is an autonomous
level of linguistic description. Functional structure contains a mixture of
syntactically and semantically motivated information, but it is distinct
32This line of argumentation was suggested by P. K. Halvorsen (personal communica-
tion). Halvorsen (1980, 1983) gives a detailed description of a translation procedure
with multiple outputs.
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from both constituent structure and semantic representation. Of course,
we have not demonstrated the necessity of such an intermediate level
for mapping between surface sequences and predicate-argument relations.
Indeed, Gazdar (1982) argues that a much more direct mapping is possi-
ble. In Gazdar's approach, the semantic connection between a functional
controller and controllee, for example, is established by semantic trans-
lation rules defined directly on c-structure configurations. The semantic
representation for the embedded complement includes a logical variable
that is bound to the controller in the semantic representation of the ma-
trix. It seems, however, that there are language-particular and universal
generalizations that have no natural expression without an f-structure-
like intermediate level. For example, in addition to semantic connections,
functional control linkages seem to transmit purely syntactic elements—
expletives like it and there, syntactic case-marking features (Andrews
1982a,b), and semantically empty idiom chunks. Without an f-structure
level, either a separate feature propagation mechanism must be introduced
to handle this kind of dependency in the c-structure, or otherwise unmo-
tivated semantic entities or types must be introduced so that semantic
filtering mechanisms can be applied to the syntactic elements. As an-
other example, Levin (1982) has argued that a natural account of sluicing
constructions requires the mixture of information found in f-structures.
And finally, Bresnan (1982a,c) and Mohanan (1982a,b) observe that uni-
versal characterizations of lexical rules and rules of anaphora are stated
more naturally in terms of grammatical functions than in terms of phrase
structure configurations or properties of semantic representations. Fur-

. ther investigation should provide even stronger justification for functional
structure as an essential and independent level of linguistic description.

7 Long-distance dependencies
We now turn to the formal mechanisms for characterizing the long-
distance grammatical dependencies such as those that arise in English
questions and relatives. As is well known, in these constructions an ele-
ment at the front of a clause is understood as filling a particular grammat-
ical role within the clause. Exactly which grammatical function it serves
is determined primarily by the arrangement of c-structure nodes inside
the clause. The who before the indirect question clause is understood as
the subject of the question in (116a) but as the object in (116b):

(116) a. The girl wondered who saw the baby.
b. The girl wondered who the baby saw .
c. *The girl wondered who saw .
d. *The girl wondered who the baby saw the toy.
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In both cases, who is assigned the clause-internal function appropriate
to the c-structure position marked by the blank, a position where an
expected element is missing. Examples (116c,d) indicate that there must
be one and only one missing element. Sentence (117), in which the who is
understood as the object of a clause embedded inside the question, shows
the long-distance nature of this kind of dependency:

(117) The girl wondered who John believed that Mary claimed that the
baby saw .

Sentence (118), however, demonstrates the well-known fact that the re-
gions of the c-structure that such dependencies may cover are limited in
some way, although not simply by distance:

(118) *The girl wondered who John believed that Mary asked who
saw .

The dependencies illustrated in these sentences are examples of what
we call constituent control. As with functional control, constituent control
establishes a syntactic identity between elements that would otherwise be
distinct.33 In the case of functional control the linkage is between the
entities filling particular functional roles and, as described in Section 6,
is determined by lexical schemata that are very restricted substantively.
Functional control schemata identify particular functions (such as SUBJ
or OBJ) at one f-structure level with the SUBJ of a particular complement.
Linkages over apparently longer distances, as in (119), are decomposed
into several strictly local identifications, each of which links a higher func-
tion to the SUBJ one level down.

(119) John persuaded the girl to be convinced to go.

The f-description for this example contains statements that equate the
OBJ of persuaded with the SUBJ of be, the SUBJ of be with the SUBJ of
convinced, and finally the SUBJ of convinced with the SUBJ of go. The fact
that girl is understood as the subject of go then follows from the transi-
tivity of the equality relation. However, it is characteristic of functional
control that girl also bears grammatical relations to all the intermedi-
ate verbs, and that the intermediate verbs necessarily carry the required
control schemata. A long-distance functional linkage can be made unac-
ceptable by an intermediate lexical change that has no c-structure conse-
quences:

(120) a. There was expected to be an earthquake,
b. * There was persuaded to be an earthquake.

33The term syntactic binding is sometimes used as a synonym for constituent control.
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The f-structure becomes semantically incomplete when the equi verb per-
suaded is substituted for the intervening raising verb.

Constituent control differs from functional control in that constituent
structure configurations, not functional relations, are the primary con-
ditioning factors. As illustrated in (116-117), at one end of the linkage
(called the constituent controllee), the clause-internal function may be de-
termined by the position of a c-structure gap. The relative clause in (121)
demonstrates that the c-structure environment alone can also define the
other end of the linkage (called the constituent controller):

(121) The toy the girl handed to the baby was big.

This sentence has no special words to signal that toy must enter into a
control relationship. Finally, the linked entity bears no grammatical rela-
tion to any of the predicates that the constituent dependency covers (e.g.,
believed and claimed in (117), and there are no functional requirements on
the material that may intervene between the controller and the controllee.
Instead, the restrictions on possible linkages involve the configuration of
nodes on the controller-controllee c-structure path: for example, the in-
terrogative complement of asked on the controller-controllee path in (118)
is the source of that string's ungrammaticality.

Decomposing these long-distance constituent dependencies into chains
of functional identifications would require introducing otherwise unmoti-
vated functions at intermediate f-structure levels. Such a decomposition
therefore cannot be justified. A strategy for avoiding spurious functions
is to specify these linkages by sets of alternative direct functional identi-
fications. One alternative would link the who to the SUBJ of the clause
for (116a), and a second alternative would link to the OBJ for (116b).
Question clauses with one embedded sentential complement would require
alternatives for the SCOMP SUBJ and SCOMP OBJ; the two embeddings in
(117) would require SCOMP SCOMP OBJ; and so on. This strategy has an
obvious difficulty: without a bound on the functional distance over which
this kind of dependency can operate, the necessary alternative identifi-
cations cannot be finitely specified.34 The functional apparatus of our
theory thus does not permit an adequate account of these phenomena.
34In any event, the schemata in these alternatives violate the substantive restriction
on functional control mentioned above. They also run counter to a second substantive
restriction, the principle of functional locality. This principle states that for human
languages, designators in lexical and grammatical schemata may specify no more than
two function-applications. This limits the context over which functional properties
may be explicitly stipulated. The recursive mechanisms of the c-structure grammar are
required to propagate information across wider functional scopes. The locality principle
is a functional analogue of the context-free nature of our c-structure grammars.
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If a single constituent contains no more than one controllee, it is pos-
sible to encode enough information in the c-structure categories to ensure
a correspondence between controllers and controllees, as suggested by
Gazdar (1982). This encoding obviously captures the fact that these de-
pendencies are sensitive to constituent configurations. Gazdar also shows
that appropriate semantic representations can be defined by translations
associated with the phrase structure rules. Maling and Zaenen (1980)
point out that this approach becomes considerably less attractive if a sin-
gle constituent can contain more than one controllee, as in the familiar
interaction of iou^ft-movement and questions in English:

(122) I wonder which violin the sonatas are easy to play on .

Furthermore, no encoding into a finite number of categories is possible for
languages such as Swedish and Norwegian, for which, according to Maling
and Zaenen (1982) and Engdahl (1980a,b), no natural limit can be set on
the number of controllees in a single constituent.

Our problem, then, is to provide a formal mechanism for representing
long-distance constituent dependencies that does not require unmotivated
grammatical functions or features, allows for an unbounded number of
controllees in a single constituent, and permits a succinct statement of
the generalizations that govern grammatical phenomena of this sort. The
necessary descriptive apparatus is found in the formal interpretation of
bounded domination metavariables.

The bounded domination metavariables ft and ^ are similar to the
immediate domination variables f and J, in that they appear in gram-
matical and lexical schemata but are instantiated with actual variables
when the f-description is formed. The instantiation procedure for both
kinds of variables has the effect of substituting the same actual variable for
matched metavariables attached to different nodes in the c-structure. The
difference is that for a matched J.-t pair, the schemata must be attached
to nodes in a relationship of immediate domination, while matching -^
and ft may be attached to nodes separated in the tree by a longer path.
These are called "bounded domination metavariables" because that path
is limited by the occurrence of certain "bounding" nodes. The -U- metavari-
able is attached to a node at the upper end of the path and represents
the controller of a constituent control relationship.35 The matching ft is
lower in the tree and represents the controllee of the relationship. The
instantiation procedure for these variables establishes the long-distance
35Technically, the terms controller and controllee refer to the bounded domination
metavariables and not to the nodes that they are attached to. In this respect, we
depart from the way these terms have been used in other theoretical frameworks.
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identification of the controller and controllee directly, without reliance on
transitive chains of intervening equations.

We illustrate the general properties of our mechanism with a simple
example, suppressing for the moment a number of formal and linguistic
details. Consider the indirect question sentence (116b), repeated here for
convenience:

(116) b. The girl wondered who the baby saw .

We assume that the predicate for wondered takes an interrogative com-
plement argument, as indicated in the lexical entry (123):36

(123) wondered V (f TENSE) = PAST
(t FRED) = 'wonder ((f SUBJ) , (f SCOMP)) '

According to the rules in (124), SCOMP'S are based on constituents in
the category S', and S' expands as an NP followed by an S:

(124) a. VP —> V S'
(t SCOMP) = |

b. S' —». NP S
(t Q-FOCUS)= 4, t = 4-

4-=U
The schemata in (124b) mark the initial NP as the question's focus
(Q-FOCUS) and also identify it with ^, the controller of a gap in the fol-
lowing S. The initial NP for our example is realized as the interrogative
pronoun who, which has the following lexical entry:

(125) who N (t PRED) = 'who'

The final rule for this example associates the controllee metavariable -ft
with a gap position inside the clause. As shown in (126), we allow c-
structure rules to expand a nonterminal category as the empty string,
symbolized by e. This gives a formal representation for the intuition that
an element of that category is missing.

(126) NP —> e
t = 1T

36Grimshaw (1979) has argued that the sentential complement is restricted to be
interrogative by the semantic type of the predicate 'wonder'. A separate functional
specification of this restriction is therefore unnecessary.
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The schema on the empty expansion introduces the controllee meta-
variable.37 This NP alternative must be utilized for the object of saw
so that (116b) is assigned the c-structure (127):

(127) S

Det N

Det N V NP

I I I
The girl wondered who the baby saw e

The instantiation procedure for metavariables still has an attachment
phase, a variable introduction phase, and a substitution phase, just as
it was presented in Section 3. Schemata are attached to appropriate c-
structure nodes in the first phase without regard to the kinds of metavari-
ables they contain. The attachments for nodes in the embedded S' subtree
are shown in (128):

37Our controlled e is a base-generated analogue of the traces left by Chomsky's (1977)
rule of toA-movement. However, controlled e's are involved only in the description of
constituent control, whereas Chomsky's traces are also used to account for functional
control phenomena.

Our controller and controllee metavariables also resemble the hold action and the
virtual/retrieve arcs of the ATN formalism. Plausible processing models for both sys-
tems require similar computational resources to locate and identify the two ends of
the control relationship. Thus, the experimental results showing that ATN resource
demands predict human cognitive load (Wanner and Maratsos 1978; Kaplan 1975b)
are also compatible with lexical-functional grammar. However, we discuss below cer-
tain aspects of our theory for which standard ATN notation has no equivalents: the
appearance of controllees in the lexical entries of fully realized items, the root-node
specifications, and the bounding node conventions. Moreover, our theory does not have
the characteristic left-right asymmetry of the ATN notation and thus applies equally
well to languages like Basque, where constituent ordering is reversed.
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(t Q-FOCUS) =4
4-=-a
NP

t=4-
s

(t PRED)='who' (f SUBJ)=J,
N NP

(t SPEC)=THE NUM)=SG
u ' (f PRED)='baby'

Det

who the baby

(t OBJ)=|
NP

(t TENSE)=PAST
(t PRED)='see(...)'

V

saw

In the second phase, distinct actual variables are introduced for the root
node and for every node where a schema contains a \. metavariable. This
provides the ^.-variables for the nodes, as before. However, an additional
variable is introduced for each node with a schema containing the con-
troller metavariable fy, providing a ^-variable for that node. For this
simple example, only the who NP node has a controller and receives the
extra variable assignment. The annotations \.:fa and .̂:/6 on that node in
(129) record the association between metavariables and actual variables:
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(t SCOMP)=|
/4=S'

(t PRED)='who' (f SUBJ)=4

N /8:NP

(tSPEC)=THE,/1 WT < K K ,V l ' (t PRED)='baby'uet N

who the

(t OBJ)=4,
/io:NP

(t TENSE) =PAST
(t PRED)='see{. ..)'

V

baby saw

For immediate domination metavariables, the instantiation is completed
by substituting a node's 4--variable for all the 4.'s at that node and for all
corresponding f 's, those in schemata attached to its daughter nodes. The
treatment of bounded domination metavariables is similar in that the ^-
variable of a node replaces all the fy's at that node and all corresponding
•fr's. The essential difference is that the nodes to which corresponding ft's
are attached may be further away in the c-structure.

The ft corresponding to the ^ on the who NP in (129) is attached to
the empty object of saw. The substitution phase of instantiation thus
adds the following statements to the f-description:

(130) a.
b.
c.
d.
e.

(U Q-FOCUS) = /5
/5 = /e
(/5 PRED) = 'who'
(/9 OBJ) = /io
/io = /e
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Equation (130b) comes from the who NP node and (130e) comes from
the empty NP expansion. Both equations contain the ^-variable fe and
thereby establish the crucial linkage: the semantic form 'who' serves as
the PRED in the object f-structure for saw and accounts for the fact that
who is understood as the second argument of 'see'. This is apparent in
f-structufe (131), the solution to sentence (116b)'s f-description:

(131) p [SPEC THE I
NUM SG
PRED 'girl'J

PAST

'wonder ((t SUBJ) , (t SCOMP))'

Q-FOCUS [PRED 'WHO']
"SPEC THE '
NUM SG

PRED 'baby'

SUBJ

TENSE

PRED

SCOMP

PRED 'see {(t SUBJ) , (t OBJ)) '
TENSE PAST

OBJ

Thus, constituent control dependencies are handled in LFG by ex-
tending the instantiation procedure for mapping schemata on c-structure
nodes into f-description statements. Because we do not rely on inter-
mediate functional identifications, the statements in (130) are sufficient
to establish the same connection over longer c-structure distances, for
example, over the intervening fo-complement in (132):

(132) The girl wondered who the baby persuaded the boy to see .

Except for possibly a different choice of actual variables, the instantiation
procedure would again produce the statements (130), correctly represent-
ing the constituent control relation. The f-structure for this sentence has
both a functional control linkage and a constituent control linkage:
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\

(133) [~ TSPEC THE

SUBJ NUM SG I

[PRED 'girl'J
TENSE PAST

PRED 'wonder((f SUBJ), (f SCOMP))'

Q-FOCUS [PRED 'WHO']
TSPEC THE

SUBJ NUM SG

[PRED 'baby'J
TENSE PAST

PRED 'persuade {(t SUBJ), (t OBJ), (t VCOMP)) '
TSPEC THE

SCOMP OBJ NUM SG

' PRED 'boy'

SUBJ

PRED 'see{(t SUBJ), (t OBJ))'
VCOMP INF +

TO +

OBJ

Note that there are no extraneous attributes or values to carry the con-
stituent control linkage through the persuade f-structure.

The instantiation procedure as described substitutes the same actual
variable for a JJ. and any "corresponding" ft's. Beneath this vague notion
of correspondence lies some additional notation and a rich set of defini-
tions and restrictions that we now make precise. We observe first that
corresponding -l^'s and f|-'s must meet certain category requirements. As
examples (134a,b) indicate, the verb grow meaning 'become' may be fol-
lowed by an adjective phrase but not an NP, while the verb reach meaning
'extend to' has just the opposite distribution. Example (134c) shows that
a controller may be associated with an AP at the beginning of an indirect
question, but its corresponding controllee must then be in an adjecti-
val position. Example (134d) demonstrates that metavariables associated
with NP's must also be compatible:

(134) a. She'll grow that tall/*height.
b. She'll reach that *tall/height.
c. The girl wondered how tall she would grow/*reach .
d. The girl wondered what height she would *grow/reach .
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We therefore allow bounded domination metavariables to carry specifica-
tions of c-structure categorial features. These specifications are written
as subscripts on the metavariables, and we require that corresponding
controllers and controllees have compatible subscripts. Thus, a ^NP may
correspond to a ftNP but not to a -f|-AP. The contrast in (134d) then follows
from adding the subscript NP to the metavariables in our previous rules:

(135) a. S' —+ NP S'
(t Q-FOCUS)= 4. t = 4-

;=UNP
b. NP —•» e

t =1U
The rules for handling adjectival and prepositional dependencies have
analogous categorial markings, and cross-categorial correspondences are
thereby excluded.

For these examples, the categorial subscripts are redundant with the
categories of the nodes that the metavariables are associated with, but
this is not always the case. In (136a) the metavariable associated with
the topicalized S' is matched with a controllee on an e in a c-structure
NP position, a prepositional object. (136b) rules out the possibility that
the S' is dominated by an NP. The contrast between (136c) and (136d)
shows that a topicalized S' cannot control an S' c-structure position.

(136) a. That he might be wrong he didn't think of .
b. *He didn't think of that he might be wrong.
c. He didn't think that he might be wrong.
d. *That he might be wrong he didn't think .

This pattern follows directly from associating a Jj.NP metavariable with
the fronted S' node.

Another obvious property of acceptable correspondences is that cer-
tain tree relations must hold between the nodes to which corresponding
controller and controllee metavariables are attached. The e correspond-
ing to the who controller in (129) must be dominated by the adjacent S
node. It cannot be located earlier or later in the main clause, nor inside
a more complicated NP in the who position. To put it in more technical
terms, we say that the S node in (129) is the root of a control domain for
the who ̂ NP. For a controller attached to a given node in the c-structure,
a control domain consists of the nodes in a subtree that a corresponding
controllee may be attached to. Our notion of corresponding metavariables
thus turns on a rigorous characterization of what nodes can be roots of
control domains and what nodes dominated by the root are contained in
the domain.
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A controller metavariable carries still another specification that de-
termines what node may be its domain root. A closer examination of
the indirect question construction shows why this is needed. Rule (135a)
suggests that any noun phrase may appear at the front of an indirect
question, but this is of course not the case. The fronted phrase is re-
stricted to contain an interrogative word of some sort. That word need
not be at the top level of the NP as in (116b), but may rather be deeply
embedded within it:

(137) The girl wondered whose playmate's nurse the baby saw _ .

This sentence would be generated by the alternative NP rule (138), which
allows for possessors with genitive case in prenominal position:38

(138) NP — > NP N
(4 CASE) =c GEN

(f POSS) = 4.
A very natural way of guaranteeing the presence of a question word in the
appropriate contexts is to specify a constituent control relation between
the fronted NP of an indirect question and the interrogative embedded
underneath it. This is possible because constituent control in our theory
may affect not only null elements but also a designated set of lexical items
which includes interrogative pronouns, determiners, and adverbs.

Even though interrogative elements differ in their major categorial
features, we assume that they are distinguished from other lexical items
by the appearance of a morphosyntactic feature [+wh] in their categorial
feature matrices, and we use this feature as the metavariable subscript
for the interrogative constituent control dependency. However, it is not
sufficient to revise our previous S' rule simply by adding a [+wh] controller
metavariable to the fronted NP:

(139) S' — > NP S
(t Q) = V»h, t = 4-
(t FOCUS)= I

4-=^NP

When the schemata from this rule are attached to the nodes in sentence
(137)'s c-structure, two different controllers, ^.NP and -U-i+wh], are associ-
ated with the fronted NP node. While we still intend the S to be the
domain root for the ^NP, we intend the root for •D.[+wh) to be the fronted
NP itself. In order to represent this distinction, we must explicitly mark
the individual controllers with category symbols that determine their re-
spective domain roots. The superscript S in the controller ̂ p indicates

assume that morphological rules correlate the genitive case marking with the '«
suffix, and that whose is morphologically composed of who + 's.
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that the corresponding ffNp must be found in an S-rooted control domain,
while the [+wh] controllee for ̂ p

wh] must be found beneath an NP node.
Moreover, the domain roots must be either the nodes to which the con-
trollers are attached or sisters of those nodes, as indicated in the following
definition:

(140) Root node of a constituent control domain
Suppose $•* is a controller metavariable attached to a node N.
Then a node R is the root node of a control domain for Wc if and
only if
(a) R is a daughter of N's mother, and
(b) R is labeled with category r.

Introducing root-category superscripts into the S' rule, we have:

(141) S' —> NP S
(t Q) = CU, t = I
(f FOCUS)= 4.

l=^p
The [+wh] controllee for the interrogative linkage is associated with a
lexically realized N node, not with an empty string expansion, and the
schema containing the controllee metavariable does not come from the
grammar but rather from the lexical entry for who:

(142) who N (f PRED) = 'who'
t = Ih+wh]

This lexical entry and our revised question rule yield the following f-
structure for sentence (137):39

39 Note as an aside that we have changed the Q-FOCUS identification schema from
(135a) to (141) because the questioned element is no longer the J. f-structure of the
fronted NP. The new schema places the interrogative semantic form in a canonical
f-structure location that is independent of its degree of embedding. The complete
fronted NP is also recorded in a canonical f-structure location, as the value of the
function FOCUS. That NP is accessible as the FOCUS of the question as well as through
its clause-internal function OBJ, as indicated by the connecting line in (143). These
separate access paths define the scope of different rules for interpreting anaphors. The
FOCUS path in the f-structure for sentence (i) permits the ordinary pronoun she to be
coreferential with Sally, even though this is not permitted by its clause-internal object
function, as shown by (ii):

i. Which of the men that Sally dated did she hate ?
ii. *She hated one of the men that Sally dated.

iii. I wonder how proud of herself Bill thinks Sally is .
The clause-internal function governs the interpretation of reflexive pronouns; (iii)
would otherwise be unacceptable because the reflexive is not a clause-mate of the
antecedent Sally. The problem posed by the contrast between examples (i) and (ii)
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(143)
SUBJ

SPEC THE I
NUM SG
PRED 'girl' J

TENSE PAST

PRED 'wonder ((t SUBJ) , (t SCOMP)) '

(•CASE GEN
Q [PRED 'WHO']

NUM SG

PRED 'NURSE'
NUM SG

FOCUS CASE GEN
POSS

SCOMP

PRED 'playmate'

POSS

SUBJ

SPEC THE 1
NUM SG
PRED 'baby' J

PRED 'see ((f SUBJ) ,
TENSE PAST

OBJ

OBJ))

The root-node category specification provides one part of the charac-
terization of what a control domain can be. To complete this character-
ization, we must define which nodes dominated by the domain root are
contained in the domain. The tuft-island in example (144) demonstrates
that at least some nodes in the domain root's subtree do not belong to
the domain:

(144) *The girl wondered what the nurse asked who _ saw _ .

Without some limitation on the extent of a domain, ^NP's at the gaps
would be interpretable as the controllees for who and what, respectively.
Limitations on what nodes may belong to a given control domain come
from the fact that nodes in certain c-structure configurations are classified
as bounding nodes. The path from a node in a domain to the domain root
is then restricted as follows:
(145) Bounding Convention

A node M belongs to a control domain with root node R if and
only if R dominates M and there are no bounding nodes on the
path from M up to but not including R.

was observed originally by Postal (1971). The solution sketched here is developed in
greater detail by Zaenen (1980).
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The domain root thus carries a substantial theoretical burden as a c-
structure intermediary between the nodes to which a controller metavari-
able and its corresponding controllees are attached. The categorial su-
perscript on the controller metavariable is a direct and definite selector
of its domain roots. However, the path from a root to a corresponding
controller's node, while restricted by the Bounding Convention, is not
uniquely determined by the grammar.

It remains to extend our notion of grammaticality to take bounded
domination metavariables explicitly into account. Intuitively, we require
all controllers to have corresponding controllees and all controllees to have
corresponding controllers, so that there are no uninstantiated metavari-
ables in the f-description. We add the following to our previous list of
grammaticality conditions:

(146) Grammaticality Condition
A string is grammatical only if its f-description is properly instan-
tiated.

The controller/controllee correspondence is one consequence of the formal
definition of proper instantiation:
(147) Definition of Proper Instantiation

The f-description from a c-structure with attached schemata is
properly instantiated if and only if:
(a) no node is a domain root for more than one controller,
(b) every controller metavariable has at least one control do-

main,
(c) every controller metavariable corresponds to one and only

one controllee in each of its control domains,
(d) every controllee metavariable corresponds to one and only

one controller,
(e) all metavariable correspondences are nearly nested, and
(f) every domain root has a lexical signature.

For a properly instantiated f-description, there is a one-to-one mapping
between controllees and domain roots, and each domain root is associ-
ated with one and only one controller. This establishes the necessary
correspondence between metavariables. The definition of nearly nested
correspondences and the consequences of the restriction (147e) are pre-
sented at the end of this section, where we discuss the possibility of a
single constituent containing several controllees.

The lexical signature clause is motivated primarily by formal consid-
erations. It establishes a connection between controlled e's and actual
lexical items that plays an important role in the recursiveness proof pre-
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sented in Section 8. For each domain root there must be a distinct word
in the terminal string. This word is called the lexical signature of the
domain root. The domain root must dominate its lexical signature. The
effect of (147f) is that each domain root, and thus each control domain,
must be reflected in the string in some unique way.40 One possible in-
terpretation of this formal condition is that a control domain must have
a lexically realized "head". The head can be defined in terms of the X'
category system. It can also be defined purely in functional terms: a
lexical head is the lexical item that contributes the PRED semantic form
to a constituent's J. f-structure.

According to (147), corresponding metavariables of a grammatical sen-
tence must be in a c-structure configuration as outlined in (148):

(148)

lexical
signature

In this c-structure and in the illustrations below, bounding nodes are
enclosed in boxes. The dashed line passes by the domain root to connect
the corresponding controller and controllee. The lower ftc in (148) cannot
correspond to the controller because the bounding node b lies on the path
to the root r.
40The lexical signature requirement and its formal implications are somewhat remi-
niscent of Peters' (1973) Survivor property and Wasow's (1978) Subsistence property,
two restrictions that have been proposed to guarantee the recursiveness of transfor-
mational grammars. Those conditions are imposed on the input and output trees of a
transformational cycle, whereas (147f) stipulates a property that must hold of a single
c-structure.
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Bounding nodes define "islands" of the c-structure that constituent
control dependencies may not penetrate. They serve the same descrip-
tive purpose as Ross' (1967) constraints on transformational variables and
Chomsky's (1977) notion of cyclic or bounding categories. Those theo-
ries, however, have descriptive inadequacies. Ross hypothesized that con-
straints such as the Complex NP Constraint apply to all human languages,
but this has proved not to be the case. All Scandinavian languages, for
example, permit long-distance dependencies to cross the boundaries of
indirect questions, and all except for Icelandic permit them to cross the
boundaries of relative clauses as well (for illustrations, see Erteschik 1973,
Allwood 1976, Engdahl 1980a,b, Maling and Zaenen 1982). Moreover, al-
though dependencies into English relative clauses (149a) are unacceptable,
Ross himself noted that extractions from phrases within the lexically-filled
NP's in examples like (149b,c) are possible even in English:

(149) a. *I wonder who the man that talked to saw Mary.
b. I wonder who John saw a picture of .
c. Who was it that John denied the claim that he dated ?

The restrictions on constituent control into English sentential comple-
ments and relative clauses seem to be governed by different generaliza-
tions; Godard (1980) convincingly argues that a similar pattern holds for
complements and relatives in French. In Chomsky's theory, the subja-
cency convention provides a general limitation on syntactic rules. The
domains of rule application are thereby restricted by the occurrence of
nodes in specified categories. Chomsky shows that many of the proper-
ties of English dependencies follow from the assumption that S' and NP
(and possibly S) are bounding categories. One reasonable extension to
Chomsky's theory defines bounding categories on a language-by-language
basis: stipulating a smaller (or perhaps empty) set of bounding categories
in the grammar of Swedish might give an account of the freer dependen-
cies exhibited by that language. However, the English sentences (149b,c)
have no natural description in Chomsky's system if all NP's in English
are bounding nodes.41

Bounding node specifications in lexical-functional grammar acknowl-
edge the fact that restrictions on long-distance dependencies may vary
between languages and between different nodes of the same category in
particular languages. This flexibility does not diminish the explanatory
potential of our formal system. We expect that a substantive theory of
41 Chomsky (1977) proposes to derive such examples by restructuring rules that move
the of prepositional phrase and Mat-complement outside of the picture and claim NP's
before the wA-movement rule applies. But such a reanalysis in all the relevant cases
cannot be justified, as Godard (1980) shows for French.
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human language based on our formalism will stipulate a small, principled
set of c-structure configurations in which bounding nodes may appear.
The grammars of particular languages must draw from this universal in-
ventory of possible bounding nodes to identify the bounding categories
in individual c-structure rules (see Zaenen 1980 for some partial propos-
als). Further work will of course be needed to formulate and justify a
universal bounding node theory. Our goal at present is only to illustrate
the notation and formal properties of our constituent control mechanisms.
A simple notational device is used to indicate that constituent control is
blocked by nodes in particular c-structure configurations: enclosing a cat-
egory on the right-hand side of a c-structure rule in a box specifies that
the nodes derived by that rule element are bounding nodes.

We incorporate this notation into our treatment of indirect questions
for the variety of English in which they form islands. The S in these
constructions is a bounding node, as shown in the revised rule:

(150) S' —> NP [s]
(t Q) = ̂ M t = 4
(t FOCUS) = 4.

4=-^p
Notice first that the bounding node introduced by this rule does not
block the simple indirect question sentence (116b). As shown in (151),
this is because the S is the root node of the controller's control domain.
Therefore, in accordance with the bounding convention (145), it does not
interfere with the metavariable correspondence.
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(151)

Det N

Det N V NP

The

The dashed line in this illustration runs between the corresponding
metavariables, not between the nodes they are attached to. The con-
nected metavariables will be instantiated with the same actual variable.

The situation is different for the more complicated string (144). Nei-
ther of the gaps inside the asked question belongs to the control domain
whose root node is the sister of what. This is because the who domain
root is a bounding node on the path from each of the controllees to the
root for the what IS .

^NP'
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(152)

what the nurse asked

Conditions (147c,d) are not satisfied, and the string is marked ungram-
matical.

Our box notation also permits an account of the apparent difference in
NP bounding properties illustrated in (149). The S' in the relative clause
expansion rule (153) is boxed, thus introducing a bounding node that
separates both of the gaps in example (149a) from the who controller:

(153) NP NP

A proper instantiation for this example is therefore impossible. Con-
stituent control into the other NP constructions in (149) is acceptable be-
cause they are derived by alternative rules which do not generate bound-
ing nodes. This distribution of bounding nodes has a further consequence.
Together with our hypothesis that the interrogative word inside a fronted
NP is subject to constituent control, it explains certain restrictions on
the location of the interrogative. Sentence (154a) shows that a fronted
NP may contain a relative clause, but example (154b) demonstrates that
the interrogative pronoun may not appear inside the relative. This is just
what we would predict, since the relative clause bounding node that sepa-
rates the NP metavariables in (154c) also blocks the [+wh] correspondence
in (154b):
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(154) a. The girl whose pictures of the man that called Mary I saw
talked to John.

b. *The girl the pictures of the man that called whom I saw talked
to John.

c. *The girl who I saw pictures of the man that called talked to
John.

Though similar in these examples, there are English constructions in
which NP and [+wh] metavariables do not have the same privileges of
occurrence. We see in (155) and (156) that a controlled interrogative
may, but a controlled e may not, be located in the possessive modifier of
an NP:

(155) The girl wondered whose nurse the baby saw .

(156) *The girl wondered who the baby saw 's nurse.

The ungrammaticality of (156) follows from making the prenominal gen-
itive NP be a bounding node, as in the revised NP rule (157):

(157) NP —» [NP] N
(4- CASE) =c GEN

(t POSS) = 4,
The genitive bounding node also blocks a direct correspondence for the
[+wh] metavariables in (155), but a simple schema can be added to rule
(157) to circumvent the blocking effect just for interrogative dependencies.
This schema, lT[+wh] = 4t£p

whj> splits what seems to be a single control
domain into two separate domains, one embedded inside the other. It
equates a [+wh] controllee for the upper domain with a [+wh] controller
for a lower domain:

(158) NP —> |NP| N
(4- CASE) =c GEN

(t POSS) = 4.
.A. _ JINP
Ifl+wh] — •V-[+wh]

Because this schema links only [+wh] metavariables, constituent control
only for interrogatives is possible inside the genitive NP;42 control for
empty NP's is prohibited. The relevant c-structure relations for sentence
(155) are illustrated in (159):
42 Constituent control dependencies for relative pronouns also penetrate the genitive
NP. This would follow automatically from the hypothesis that relative metavariables
share the [+wh] subscript. The well-known distributional differences between relative
and interrogative items would be accounted for by additional features in the categorial
subscripts for the relative and interrogative dependencies and more selective specifica-
tions on the linking schemata associated with other bounding nodes.
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(159)

whose nurse the baby saw e

Special constraints have been proposed in transformational theory (e.g.,
the Left Branch Condition of Ross 1967) to account for the asymmetry in
(155) and (156). The lexical-functional description of these facts is stated
within the grammar for English, without postulating extragrammatical
universal constraints. It thus predicts that this is an area of variation
among languages.

In contrast to the nonuniform bounding characteristics of NP's, it can
be argued that in languages like English, Icelandic, and French, all S's are
bounding nodes (see the discussions of verb inversion in control domains
in Bresnan and Grimshaw 1978 and Zaenen 1980). If so, the Bounding
Convention would also block the derivation of sentences such as (160),
where the controllee is inside a verb phrase fftoi-complement:

(160) The girl wondered who the nurse claimed that the baby saw .

The linking schema appearing in the alternative S' rule (161) will let the
dependency go through in this case:

(161) S' (that) [SJ
t =4-

Neither of the metavariables in this linking schema has a categorial sub-
script. This is an abbreviation for a finite set of alternative schemata of
the form ftc = -Ij-c, where c is one of the types NP, [+wh], PP, etc. Thus,
this schema will link metavariables of any type, passing on to the lower
controller the compatibility requirement of the upper one. With this rule,
the following c-structure is assigned to the sentential complement in (160):
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(162)

who the nurse claimed that the baby saw e ft:

'NPObserve that the that node belongs to the control domain of the who -0-;
controller, since there is no bounding node on the path leading down to
it. The ft on the left of the linking schema is thus instantiated with the
Jj.NP-variable of the who node. A separate variable is introduced for the tys

on the right, and this is substituted for the ftNP of the empty NP, which
belongs to the domain rooted in the complement S. The semantically
appropriate connections for (160) are thus established.43

The definitions of our theory place controllees in a one-to-one cor-
respondence with domain roots and hence with lexical signatures. Our
definitions do not establish such a correspondence between controllees and
arbitrary constituents: there is nothing to prevent control domains from
overlapping, and any constituent in several domains may contain several
43Our use of linking schemata has some of the flavor of Chomsky's subjacency con-
dition and COMP to COMP movement (e.g., Chomsky 1977). We mentioned above
that our specification of bounding nodes differs from Chomsky's, but there are other
significant differences in our approaches. For one, we do not move constituents from
place to place, we merely assert that a functional equivalence obtains. That equiva-
lence enters into the f-description and is reflected in the ultimate f-structure, but it
is never visible in the c-structure. Thus, we have a simple account of cases where
unmoved constituents are subject to the bounded domination constraints, as in Chi-
nese interrogatives (Huang 1982); in such cases, the theory of Chomsky (1977) fails to
provide a uniform explanation.
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controllees.44 Control domains will overlap whenever a domain root be-
longing to the domain of a higher controller is not marked as a bounding
node. The potential for multiple dependencies into a single constituent is
greater for languages whose grammars specify fewer bounding nodes. The
hypothesis that Swedish has fewer bounding nodes than English would
thus account for the less restrictive patterns of Swedish dependencies.

There are examples of multiple dependencies in English, however,
which we will use to illustrate the operation of our formal mechanism. The
recent literature contains many discussions of the interaction of tough-
movement and questions (see Chomsky (1977) and Fodor (1978), for ex-
ample, and the references cited therein):45

(163) I wonder which violin the sonata is tough for her to play on

As we will see, the nodes in the VP' in this example lie within two control
domains, one rooted in the VP' in the sentential complement of tough
and the other rooted in the S after which. Before exploring the interac-
tions in this sentence, we sketch a grammar for simple fou^ft-movement
constructions.

A predicate like tough is an adjective that can occur as the head of an
adjective phrase. Among the alternative expansions for AP is one that
allows the adjective to be followed by a sentential complement:

(164) AP —> A S'
(t SCOMP) = J,

The VP must of course permit AP's as complements to copular verbs,
but the details of the VP grammar do not concern us here. Tough pred-
icates take infinitival sentential complements, so the category S' must
also have an alternative expansion. Rule (165) allows S' to expand as a
/or-complementizer followed by a subject NP and a VP':

44We also leave open the possibility that a given controller has several domain roots.
If several daughters of the controller node's mother are labeled with the controller's
categorial superscript, then each such daughter becomes the root of a domain that
must contain one corresponding controllee. This distributes the instantiation require-
ment to each of the domains independently. This suggests a plausible account for the
across-the-board properties of coordinate structures, but more intensive investigation
of coordination within the lexical-functional framework is needed before a definitive
analysis can be given.
45Chomsky (1977) has proposed an analysis of these sentences that does not involve
a double dependency. He suggests an alternative phrase structure for examples of
this type whereby the on prepositional phrase belongs somewhere outside the play
VP. Bach (1977) and Bresnan (1976) point out that this proposal has a number of
empirical shortcomings.
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(165) S' —> for NP VP'
(t SUBJ) = J. f = I

(t TOPIC) = JJ^'
The TOPIC schema identifies the TOPIC with an NP controller metavari-

able whose corresponding controllee must be inside the VP'. Sentences
such as (166), where the subject of tough has a clause-internal function
in an embedded iftoi-complement, justify treating this as a constituent
control dependency:

(166) Mary is tough for me to believe that John would ever marry .

In some respects the TOPIC function is like the FOCUS function introduced
earlier for indirect questions. It raises an entity with a clause-internal
function to a canonical position in the f-structure hierarchy, providing an
alternative access path for various anaphoric rules (cf. note 39). There are
substantive differences between TOPIC and FOCUS, however. The FOCUS
relation marks new information in the sentence or discourse and therefore
is not identified with any other elements. The TOPIC function is a place-
holder for old information; its value must be linked, either functionally or
anaphorically, to some other element. For tough predicates, the TOPIC is
functionally controlled by a schema in the adjective's lexical entry:46

(167) tough A (t PRED) = 'tough{(f SCOMP))'
(t SCOMP TOPIC) = (t SUBJ)

With these specifications, the f-structure for the simple iow^ft-movement
sentence (168) is as shown in (169), and its c-structure is displayed in
(170).

(168) The sonata is tough for her to play on the violin.

We are now ready to examine the double dependency in (163). In
this sentence violin has become the FOCUS of an indirect question. The c-
structure for the complement of wonder is shown in (171). Since the VP'
domain is introduced without a bounding node, there is nothing to block
the correspondence between the object NP of on and the NP controller for
which violin. The correspondence for the TOPIC metavariables in tough's
complement is established just as in the simpler example above. Thus,
the metavariables can be properly instantiated, and the intuitively correct
f-structure will be assigned to this sentence.

As has frequently been noted, the acceptability of these double de-
pendencies is sensitive to the relative order of controllees and controllers.
46The proposed item in relative clauses is also a TOPIC. Although the relative TOPIC
might be functionally controlled when the clause is embedded next to the NP that it
modifies, it must be linked anaphorically when the relative is extraposed.
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If sonata is questioned and violin is the tough subject, the result is the
ungrammatical string (172):

(172) *I wonder which sonata the violin is tough for her to play on

The reading of this sentence in which which sonata is the object of on and
violin is the object of play is semantically unacceptable, but the semanti-
cally well-formed reading of our previous example (163) is not available.
Similarly, Bach (1977) observes that potentially ambiguous sentences are
rendered unambiguous in these constructions. Sentence (173) can be as-
signed only the reading in which doctor is understood as the object of to
and patient is the object of about, even though the alternative interpre-
tation is equally plausible:

(173) Which patient is that doctor easiest to talk to about ?

As Baker (1977), Fodor (1978), and others have pointed out, there is a
simple and intuitive way of characterizing the acceptable dependencies in
these examples. If a line is drawn from each gap to the various lexical
items that are candidates for filling it, then the permissible dependencies
are just those in which the lines for the separate gaps do not cross. Or,
to use Fodor's terminology, only nested dependencies seem to be allowed.

The nested pattern of acceptable dependencies is an empirical con-
sequence of the requirement (147e) that corresponding metavariables be
nearly nested. However, this restriction in our definition of proper instan-
tiation is strongly motivated by independent theoretical considerations:
as we point out in Section 8, this requirement provides a sufficient condi-
tion for proving that lexical-functional languages are included within the
set of context-sensitive languages. Thus, our restriction offers not only
a description of the observed facts but also a formal basis for explaining
them-

As the first step in formalizing the notion of a nearly nested corre-
spondence, we establish an ordering on the bounded domination metavari-
ables attached to a c-structure. We order the c-structure nodes so that
each node comes before its daughters and right-sister (if any), and all its
daughters precede its right-sister. If the node that one metavariable is
attached to precedes another metavariable's node, then we say that the
first metavariable precedes the second. The ordering of metavariables can
be described more perspicuously in terms of a labeled-bracket representa-
tion of the c-structure tree. If metavariables are associated with the open
brackets for the nodes they are attached to, then the left-to-right sequence
in the labeled bracketing defines the metavariable ordering. This is illus-
trated with the (partial) bracketing for sentence (163) shown in Figure 1,
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sentence (a). We see from this representation that the tyf,p on the fronted
noun phrase is ordered before the ^p' and that play's direct object -f|-NP

is ordered before the controllee after on.
Drawing lines between corresponding metavariables as ordered in Fig-

ure 1, sentence (a) illustrates the intuitive contrast between nested and
crossed dependencies. The lines are shown in (b) for the acceptable nested
reading of (163) and in (c) for the unacceptable crossed dependency.

A precise formulation of this intuitive distinction can be given in terms
of the definition of a crossed correspondence:
(174) Definition of Crossed Correspondence

The correspondence of two metavariables mi and mz is crossed by
a controller or controllee mz if and only if all three variables have
compatible categorial subscripts and mz but not its corresponding
controllee or controller is ordered between mi and m^.

Obviously, a correspondence is nested if and only if it is not crossed. All
the correspondences in the acceptable readings for the examples above
are nested according to this definition, but the correspondences in the
unacceptable readings are not.

Metavariable correspondences can be allowed limited departures from
strict nesting without undermining the context-sensitivity of lexical- func-
tional languages. We associate with each metavariable correspondence an
integer called its crossing degree. This is simply the number of controllers
and controllees by which that correspondence is crossed. A correspon-
dence is strictly nested if its crossing degree is zero. Further, for each
lexical-functional grammar we determine another number, the crossing
limit of the grammar. A nearly nested correspondence is then defined as
follows:
(175) Definition of Nearly Nested Correspondence

A metavariable correspondence is nearly nested if its crossing de-
gree does not exceed the grammar's crossing limit.

The significant formal implication of this definition and the nearly nested
restriction on proper instantiation is that for any string the degree of
departure from strict nesting is bounded by a constant that is independent
of the length of that string.

The examples above suggest that the crossing limit for English is zero.
This limit can be maintained even in the face of apparent counterexamples
to the nesting proposals of other theories. Since our definition of crossed
correspondence (174) only involves metavariables with compatible catego-
rial subscripts, we have no difficulty with acceptable sentences containing
crossed dependencies of different categories. Other classes of counterex-
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amples involve interactions of functional and constituent control, but our
restrictions are imposed only for constituent control dependencies. Thus,
there is no real cross-over in sentences such as (176):

(176) How nice a man would John be to marry ?

The man NP is linked to the first gap, while John is linked to the second.
In our theory there is a functional identification between John, the SUBJ
of the complex predicate how nice a man, and the TOPIC of its SCOMP.
The controller for the second dependency is thus ordered after the first
gap. Icelandic stands in contrast to English in having constituent control
dependencies that can be described correctly only on the hypothesis that
the crossing limit for that language is one (Maling and Zaenen 1982).

We have presented in this section the major formal mechanisms for
characterizing the long-distance dependencies of natural language. We
have motivated and illustrated our formal apparatus with simple and
plausible fragments of English grammar. Constituent control is a syntac-
tic phenomenon of considerable complexity, and there are many empirical
and theoretical issues that we have not touched on and some that are still
to be resolved. No doubt future research in this area will lead to both sub-
stantive and formal refinements of our theory. However, we expect the
broad outline of our approach to remain unchanged: lexical-functional
grammar treats long-distance dependencies as part of the procedure for
producing properly instantiated f-descriptions. These dependencies are
governed by c-structure configurations and are not directly sensitive to
the f-structures that are ultimately constructed.

8 Generative power
We have seen that lexical-functional grammar offers considerable expres-
sive power for describing linguistic phenomena. In this section we ex-
amine the position of LFG in the Chomsky hierarchy of generative ca-
pacity. The most important result is that our formal system, with two
well-motivated restrictions on c-structure derivations that we discuss be-
low, is not as powerful as a general rewriting system or Turing machine. In
fact, lexical-functional languages are included within the class of context-
sensitive languages. On the lower end of the scale, we show that LFG has
greater generative power than the class of context-free grammars.

For a string to be a member of the language generated by a lexical-
functional grammar, it must satisfy five requirements:

(177) a. It must be the terminal string of a valid c-structure derivation,
b. There must be a properly instantiated f-description associated

with that derivation.
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c. The f-description must be consistent and determinate, with a
unique minimal solution.

d. The minimal f-structure solution must satisfy all constraints
in the f-description.

e. The f-structure must be complete and coherent.

Given a single c-structure derivation for a string of length n (a tree to
whose nodes the appropriate functional schemata are attached), there are
finite procedures for deciding whether (177b-177e) hold. Determining
proper instantiation for immediate domination metavariables is trivial.
Since the given tree has only a finite number of finite control domains,
it is also computable whether the bounded domination metavariables are
properly instantiated. The instantiated f-description has a finite number
of statements in it, so the algorithm outlined in Section 4 and in the
Appendix produces its unique minimal solution, if it is consistent and
determinate. Evaluating a constraining statement requires only a finite
traversal of the f-structure,47 and the Completeness and Coherence Con-
ditions can similarly be checked by a finite computation on the f-structure.

Thus, all that is needed to prove that the grammaticality of any string
is decidable is a terminating procedure for enumerating all possible c-
structures for the string, so that the functional correctness of each one
can then be verified. C-structures are generated by context-free gram-
mars, and there are well-known decision procedures for the membership
problem of grammars in this class. That is, there exist algorithms for
determining whether there is at least one way of deriving the string. De-
ciding that a string is derivable, however, is not the same as enumerating
for inspection all of its derivations. Indeed, there are grammars for which
neither the number of derivations that a given string might have nor the
number of nodes in a single derivation is bounded. While it may be de-
termined that such a string has one derivation and thus belongs to the
language of the c-structure grammar, there is no way of deciding whether
or not there exists among all of its derivations one that satisfies the func-
tional requirements of our theory. Suppose that at some point we have
examined all derivations with less than m nodes and found them all to
be functionally deviant. This does not mean that all derivations with
m + 1 nodes will also be unsatisfactory. Since this can be true for any m,
the grammaticality of that string cannot be decided in a finite number of
steps.48

47The evaluation uses operators similar to Locate, Merge, and Include except that
they return False whenever the corresponding solution operators would modify the
f-structure.
48This difficulty arises not just with our formalism but with any system in which the
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A context-free grammar can produce an unbounded number of deriva-
tions of arbitrary size for a string either because its rules permit a single
category to appear twice in a nonbranching chain, or because expansions
involving the empty string are not sufficiently restricted. The rules in
(178) illustrate the first situation:

(178) X —> Y
Y —> Z
Z —>• X

Any string which has a derivation including the category X will be in-
finitely ambiguous. There is a larger derivation with the domination chain
X-Y-Z-X replacing the single X, and a still larger one with one of those
X's replaced by another chain, and so on. The derivations that result from
rules of this sort are in a certain sense peculiar. The nonbranching recur-
sive cycles permit a superstructure of arbitrary size to be constructed over
a single terminal or group of terminals (or even over the empty string).
The c-structure is thus highly repetitive, and the f-description, which is
based on a fixed set of lexical schemata and arbitrary repetitions of a
finite set of grammatical schemata, is also. While the c-structure and
f-structure can be of unbounded size, they encode only a finite amount of
nonredundant information that is relevant to the functional or semantic
interpretation of the string.

Such vacuously repetitive structures are without intuitive or empirical
motivation. Presumably, neither linguists nor language learners would
postulate rules of grammar whose purpose is to produce these deriva-
tions. However, linguists and language learners both are likely to propose
rules whose purpose is to express certain surface structure generalizations
but which have derivations of this sort as unintended consequences. For
example, suppose that the grammar that includes (178) also has a large
number of alternative rules for expanding Y and Z. Suppose further that
except for the undesired cyclic X-Y-Z-X chain, X can dominate every-
thing that Y and Z dominate. Only the intended derivations are permitted
if X expands to a new category Y' whose rules are exactly the same as
the rules for Y except that another new category Z' appears in place of
Z in (178). The rules for Z' are those of Z without the X alternative.
This much more complicated grammar does not make explicit the almost
complete equivalence of the Y-Y' and Z-Z' categories. Except for the one
spurious derivation, the original grammar (178) is a much more revealing
description of the linguistic facts.

definition of grammaticality involves an evaluation or interpretation of the context-free
derivations.
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The following rules illustrate how derivations of arbitrary size may
also result from unrestricted empty string expansions:

(179) P —> P P
P —» e

If a P dominates (either directly or indirectly) a lexical item in one
derivation, there will be another derivation in which that P has a mother
and sister which are both P, with the sister expanding to the empty string.
Without further stipulations, rules of this sort can apply an indefinite
number of times. We introduced empty strings in Section 7 to represent
the lower end of long-distance dependencies. These e's have controllee
metavariables and thus are uniquely associated with the lexical signature
of a control domain. The possibility of arbitrary repetitions does not
arise because derivations for a string of length n can have no more than
n controlled e's. An empty string may appear in a c-structure rule for
another reason, however. It can alternate with other rule elements in
order to mark them as optional. An optionality e is a generalization of
the standard parenthesis notation for c-structure optionality; it permits
functional schemata to be introduced when the optional constituents are
omitted. An optionality e does not have the controllee metavariable that
inhibits repetitions of controlled e's and, according to the standard in-
terpretation of context-free rules, may appear in derivations indefinitely
many times with no intervening lexical items. These derivations are re-
dundant and unmotivated, just like those with nonbranching dominance
cycles. The possibility of repeating rule elements with fixed schema sets
and no new lexical information is, again, an unintended consequence of a
simple notational device for conflating sets of closely related rules.

Having argued that the vacuous derivations involving nonbranching
dominance chains and repeated optionality e's are unmotivated and un-
desired, we now simply exclude them from functional consideration. We
do this by restricting what it means to be a "valid" c-structure derivation
in the sense of (177a):
(180) Definition of Valid Derivation

A c-structure derivation is valid if and only if no category ap-
pears twice in a nonbranching dominance chain, no nonterminal
exhaustively dominates an optionality e, and at least one lexical
item or controlled e appears between two optionality e's derived
by the same rule element.

This definition, together with the fact that controlled e's are associated
with unique lexical signatures, implies that for any string the size and
number of c-structure derivations relevant to our notion of grammaticality
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is bounded as a function of n, even though no such bounds exist according
to the standard interpretation for context-free grammars. Note that this
restriction on derivations does not affect the language of the c-structure
grammar: it is well known that a string has a valid c-structure with no
cycles and no e's if and only if it has any c-structure at all (see Hopcroft
and Ullman 1969).

With the validity of a derivation defined as in (180), the following
theorem can be proved:

(181) Decidability Theorem
For any lexical-functional grammar G and for any string s, it is
decidable whether s belongs to the language of G.

We observe that algorithms exist for enumerating just the finite num-
ber of valid derivations, if any, that G assigns to s. A conventional
context-free parsing algorithm, for example, can easily be modified to
notice and avoid nonbranching cycles, to keep track of the source of op-
tionality e's and avoid repetitions, and to postulate no more controlled
e's than there are words in the string. With the valid derivations in hand,
there are algorithms, as outlined above, for determining whether any of
them satisfies the functional conditions (177b-177e). Theorem (181) is
thus established.49

Theorem (181) sets an upper bound on the generative capacity of
lexical-functional grammar: only the recursive as opposed to recursively
enumerable languages are generable. It is possible to set a tighter bound
on the generative power of our formalism. Because of the nearly nested
restriction on proper instantiation, for any lexical-functional grammar
G a nondeterministic linear bounded automaton can be constructed that
accepts exactly the language of G. Lexical-functional languages are there-
49Given the functional apparatus of our theory, we can demonstrate that the restric-
tions in (180) are necessary as well as sufficient for recursiveness. If nonbranching
dominance cycles are allowed, there is a straightforward way of simulating the com-
putation of an arbitrary Turing machine. The Turing machine tape is encoded in the
f-structure, each level of which corresponds to one cell and has up to three attributes,
CONTENTS (whose value is drawn from the TM's tape vocabulary), LEFTCELL (whose
value is an encoding of the cell to the left), and RIGHTCELL. Each state of the TM
is represented by a nonterminal category, and a transition from state <n to qj is rep-
resented by a rule rewriting q; as QJ. A single rule expands the starting category
of the grammar to the initial state of the machine, and that rule has schemata that
describe the TM's input tape. Starting at the top of the c-structure, each node in the
nonbranching tree represents the next transition of the machine, and the f-structure
at each node is the tape at that transition. The tape operations of a transition appear
as schemata on the corresponding c-structure rule. They inspect the contents of the
mother f-structure and produce an appropriate daughter f-structure. The lexical cate-
gories correspond to the final states of the machine, and the f-structure for a prelexical
node is an encoding of the TM's output tape.
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fore included within the context-sensitive languages. The details of this
construction are quite complicated and will be presented in a separate
paper. In brief, the c-structure with attached schemata for any string
of length n can be discovered and represented by an automaton with
a working tape whose size is bounded by a linear function of n. This
automaton, however, cannot introduce actual variables and substitute
them for metavariables as the instantiation procedure specifies, since that
would require a nonlinear amount of space (roughly proportional to n log
n). Instead, it uses the arrangement of metavariables in the c-structure
to determine the implicit synonymy relations that the actual variables
would simply make explicit. The nearly nested restriction guarantees
that these relations can be computed using a linear amount of working
storage.50 With synonymous metavariables identified, the functional well-
formedness conditions (177c-177e) can also be verified in a linear amount
of space.

The generative power of lexical-functional grammar is obviously
bounded from below by the class of context-free grammars. Any given
context-free grammar is a legitimate c-structure grammar with no gram-
matical schemata. As noted above, the strings with valid c-structure
derivations are exactly those that belong to the context-free language.
The sets of schemata for those derivations are empty and are vacuously
instantiated to produce an empty f-description whose unique minimal so-
lution is the null f-structure. The functional component thus does no
filtering, and the c-structure grammar under our interpretation is weakly
equivalent to the grammar interpreted in the ordinary context-free way.

In fact, LFG has greater generative power than the class of context-
free grammars, for it allows grammars for languages that are known not
to be context-free. The language anbnc" is a classic example of such a
language. Its strings consist of a sequence of o's followed by the same
number of b's and then c's. A grammar for this language is shown in
(182):

(182) S —* A B C
t =i t =4- t =;

50Certain other restrictions on metavariable correspondences will also provide this
guarantee. For example, a nearly crossed restriction would also suffice, but it would
entail more cumbersome models of processing. Formally, what must be excluded is
arbitrary degrees of nesting and crossing.
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B

(t COUNT) = 0

a A
(t COUNT) = 4, ,

(t COUNT) = 0

b B
(t COUNT) = 4 ,

(t COUNT) = 0

c C
(t COUNT) = J. ,

The c-structure rules produce a's, 6's, and c's in sequences of arbitrary
length, as illustrated by the c-structure for aaabbc in (183):
(183)

A:/2 B:/3 C:/4

A A
a A b B c

a A

The lengths of those sequences, however, are encoded in the f-structure.
For each of the A, B, and C nodes in the tree, the number of COUNT
attributes in the 4- f-structure of that node is a count of the elements in
that node's terminal sequence. Thus, the f-structures shown in (184) for
the /2, /s, and /4 nodes have three, two, and one COUNT'S, respectively.
(184) /2 [COUNT [COUNT [COUNT 0]]]

/3 [COUNT [COUNT 0]]

/4 [COUNT 0]
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The attempt to equate these three f-structures in accordance with the
schemata on the S rule leads to a violation of the Uniqueness Condition,
and the string is marked ungrammatical. Only if the terminal sequences
are all of the same length can the f-structures be combined.

The f-structure in this grammar records the one string property, se-
quence length, that is crucially needed for this particular context-sensitive
test. If instead we let the f-structure be a complete, isomorphic image of
the c-structure tree, we can describe a repetition language, another clas-
sical example of a non-context-free language. This is a language whose
sentences are all of the form uu>, where u> stands for an arbitrary string
over some vocabulary. We start with a simple context-free grammar for
the strings w, for example, the rule in (185a).

(185) a. W —+ L / W
\Jt w) =

b. S —> W W
t =4- t =4-

All words in the vocabulary are assumed to belong to the lexical cate-
gory L, so this rule generates arbitrary strings under right-branching tree
structures. If for every word x there is a distinct symbol x, and if x has
(f L) = X as its only lexical schema, the J, f-structure of a W node will be
an exact image of its subtree. For example, (186) shows the c-structure
that this grammar would assign to the ungrammatical string abcdbc, and
(187) gives the f-structures for the two topmost W nodes:
(186)

a L W d L W

b L b L

i
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fL A

w
L B
W [L C]

fL D

W
L B
W [L C]

These f-structures contradict the schemata on the S rule, which assert
that they are identical. The f-structures for the two W's in sequence will
be the same only if their subtrees and hence their terminal strings are
also the same.

We can thus characterize within our formalism at least some of the
non-context-free context-sensitive languages. There is nothing devious
or obscure about the grammars for these languages: they use ordinary
functional mechanisms in perfectly straightforward ways. The additional
generative power comes from two features of LFG, function composition
and the equality predicate. Function composition permits f-structures to
encode a wide range of tree properties, while the equality predicate can
enforce a match between the properties encoded from different nodes. We
can be even more specific about the source of our context-sensitive power.
If all schemata in a grammar equate attribute values only to constants
(e.g., schemata of the form d\ = d%, where efe designates a symbol or
semantic form), then a weakly equivalent context-free grammar can be
constructed. In this grammar the information contained in the f-structure
is encoded in an enlarged set of context-free categories. The additional
power of lexical-functional grammar stems from schemata that equate
two f-structures, for example, the identification schemata in the examples
above.

We have shown that lexical-functional languages properly include the
context-free languages and are included within the context-sensitive lan-
guages. LFG's generative capacity is both a strong point of our theory
and also something of an embarrassment. Huybregts (1976) has argued
that dependencies of the sort illustrated by (185) are quite productive in
Dutch,51 and such phenomena have been claimed to exist in other lan-
guages as well (e.g., Mohawk (Postal 1964) and the English respectively
construction). Mechanisms of this power must therefore be a part of any
adequate theory of human language.

On the other hand, the problem of recognizing languages with con-
text sensitivities can be computationally much more complex than the
51Bresnan et al. (1982) discuss the formal consequences of the Dutch dependencies
and provide a simple lexical-functional description of them.
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recognition problem for context-free languages. If our system turns out
to have full context-sensitive power, then there are no known solutions to
the recognition problem that require less than exponential computational
resources in the worst case. It might therefore seem that, contrary to the
Competence Hypothesis, lexical-functional grammars cannot be naturally
incorporated into performance models that simulate the apparent ease of
human comprehension.

There are several reasons why this conclusion does not necessarily
follow. First, an explanatory linguistic theory undoubtedly will impose
a variety of substantive constraints on how our formal devices may be
employed in grammars of human languages. Some candidate constraints
have been mentioned in passing (e.g., the constraints on functional control
schemata and the principle of functional locality), and others are under
current investigation. It is quite possible that the worst case computa-
tional complexity for the subset of lexical-functional grammars that con-
form to such constraints will be plausibly sub-exponential. Second, while
the Competence Hypothesis asserts that a grammar will be a significant
component of a performance model, the grammar is not identified with
the processor that interprets it. An adequate theory of performance might
impose certain space and time limitations on the processor's capabilities
or specify certain non-grammatical heuristic strategies to guide the pro-
cessor's computations (see for example the scheduling heuristics described
by Ford, Bresnan, and Kaplan (1982)). Given these further assumptions,
the performance model might actually exhibit the worst case behavior
very rarely and then only under special circumstances. Finally, it is quite
possible that the exponential explosion is in fact psychologically realistic.
For our formal system, this processing complexity is not the result of a
lengthy search along erroneous paths of computation. Rather, it comes
about only when the c-structure grammar assigns an exponential num-
ber of c-structure ambiguities to a string. To the extent that c-structure
is a psychologically real level of representation, it seems plausible that
ambiguities at that level will be associated with increased cognitive load.

We conjecture, then, that the generative power of our system is not
only necessary for adequate linguistic descriptions but is also compatible
with realistic models of psycholinguistic performance. In keeping with the
Competence Hypothesis, we believe that performance models that incor-
porate linguistically justified lexical-functional grammars will ultimately
provide an explanatory account of the mental operations that underlie
human linguistic abilities.
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Appendix: F-description solution operators
An intuitive description of our f-description solution algorithm was pre-
sented in Section 4. The algorithm involves three basic operators: Locate,
Merge, and Include. If di and d2 are designators, then an f-description
equality of the form d\ = d% is processed by performing:

Merge[Locate[di], Locate[c/2]]

and a membership statement of the form di 6 efe is processed by perform-
ing:

Include[Locate[o?i], Locate[d2]]

We now give the formal definitions of these operators.
Locate, Merge, and Include all cause modifications to a collection of

entities and variable assignments C, either by modifying an already ex-
isting entity or by substituting one entity for every occurrence of another.
We specify substitution as a separate suboperator, since it is common to
all three operators:
(188) Definition of Substitute

For two entities old and new, Substitute [new, old] replaces all
occurrences of old in C with new, assigns new as the value of
variables that previously had old as their assignment (in addition
to any variables that had new as their value previously), and
removes old from C.

Applying the Substitute operator makes all previous designators of old
and new be designators of new.

The Locate operator takes a designator d as input. If successful, it
finds a value for d in a possibly modified entity collection,
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(189) Definition of Locate
(a) If d is an entity in C, then Locate[d] is simply d.
(b) If d is a symbol or semantic form character string, Locate[d]

is the symbol or semantic form with that representation.
(c) If d is a variable,

If d is already assigned a value in C, Locate[d] is that
value.
Otherwise, a new place-holder is added to C and assigned
as the value of d. Locate[d] is that new place-holder.

(d) Otherwise, d is a function-application expression of the form
(/ s). Let F and S be the entities Locate[/] and Locatefs]
respectively.

If S is not a symbol or place-holder, or if F is not an
f-structure or place-holder, the f-description has no solu-
tion.
If F is an f-structure:

If S is a symbol or place-holder with a value defined
in F, then Locatefd] is that value.
Otherwise, S is a place-holder or a symbol for which
F has no value. F is modified to define a new place-
holder as the value of S. Locate[d] is that place-holder.

Otherwise, F is a place-holder. A new f-structure F' is
constructed with a single pair that assigns a new place-
holder value to S, and Substitute[F', F] is performed.
Locate[d] is then the new place-holder value.

(189a) provides closure by allowing an entity to serve as a designator of
itself. The recursive invocations of Locate that yield F and S in (189d)
enable the values of all functional compositions to be obtained. The con-
sistency check is specified in the first clause of (189d). A Locate attempt
fails if it requires an entity already known not to be an f-structure to be
applied as a function, or an entity known not to be a symbol to be used
as an argument. The Merge operator is also defined recursively. It takes
two entities e\ and ei as input. Its result is an entity e, which might be
newly constructed. The new entity is substituted for both e\ and 62 in C
so that all designators of e\ and 62 become designators of e instead.
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(190) Definition of Merge
a. If e\ and 62 are the same entity, then Mergefei, 62] is that

entity and C is not modified.
b. If ei and 63 are both symbols or both semantic forms, the

f-description has no solution.
c. If e\ and 62 are both f-structures, let A\ and AZ be the sets of

attributes of e\ and 62, respectively. Then a new f-structure
e is constructed with

e — {{a, v)\a € AI U A% and v = Merge[Locate[(ei a)],
Locate[(e2 a)]]}

Substitute[e, e\] and Substitute[e, e%] are both performed, and
the result of Merge[ei, 62] is then e.

d. If e\ and 62 are both sets, then a new set e = e\ U 62 is
constructed. Substitute[e, e\\ and Substitute[e, 62] are both
performed, and the result of Merge[ei, 62] is then e.

e. If ei is a place-holder, then Substitute[e2, e\] is performed
and the result of Merge[ei, 62] is 62-

f. If 62 is a place-holder, then Substitute^!, 62] is performed
and the result of Mergefei, ^2] is e.\.

g. Otherwise, e\ and 62 are entities of different types, and the
f-description has no solution.

The consistency check in (190b) ensures that nonidentical symbols and
semantic forms are not combined, and the checks in (190c,d) guarantee
that entities of different known types (i.e., excluding place-holders) cannot
be merged. The recursion in (190c) propagates these checks to all the
substructures of two f-structures, building compatible values for common
function names as it proceeds down level by level until it reaches non-f-
structure values.52

52The recursive specification in (190c) must be slightly complicated if f-structures are
allowed to be cyclic, that is, to contain themselves as one of their attribute values,
either directly or indirectly through some intervening f-structure levels. Structures of
this kind would be induced by equations of the form (/ a) = /. If a Merge of two such
structures is attempted, the recursive sequence might never reach a non-f-structure
and terminate. However, any infinitely recursive sequence must repeat the merger
of the same two f-structures within a finite number of steps. Merges after the first
will have no effect, so the sequence can be truncated before attempting step (190c)
for the second time. The Merge operator must simply keep a record of which pairs
of f-structures it is still in the process of merging. The Locate operator is immune
to this problem, since the number of its recursions is determined by the number of
function-applications in the designator, which, being derived from the grammar or
lexicon, is finite. While presenting no major formal difficulties, cyclic structures seem
to be linguistically unmotivated.
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The Include operator has a particularly simple specification in terms
of the Merge operator. It takes two entities e and s as input and is defined
as follows:

(191) Definition of Include
Perform Merge[{e},s].

The first entity given to Merge is a new set with e as its only member.
The set-relevant clauses of the Merge definition are thus applicable: if s
is also a set, for example, (190d) indicates how its other elements will be
combined with e.

With these operator definitions, the fundamental theorem that our
algorithm produces solutions for all and only consistent f-descriptions
can easily be proved by induction on the number of statements in the
f-description. Suppose an entity collection C is a solution for an f-
description of n - 1 statements. Then the collection after successfully
performing Merge[Locate[di], Locate[d2]] is a solution for the description
formed by adding d\ = d-2 as an nth statement, and the collection af-
ter successfully performing Include[Locate[di], Locate^]] is a solution
for the description formed by adding d\ € d2 as an nth statement. If
the Locate, Merge, or Include operators fail, the larger f-description is
inconsistent and has no solution at all.
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Part II

Nonlocal Dependencies

Early work within LFG on the characterization of long-distance depen-
dencies was based on the then-standard assumption that the relationship
between a 'filler' and a 'gap' was properly characterized in c-structural
terms. On analogy with the up arrow t, relating a c-structure node to
its corresponding f-structure, Kaplan and Bresnan (1982) introduced the
double arrows ft and fy to relate a local f-structure to the f-structure
of a more distant, displaced constituent. This was done for two reasons:
first, the c-structure was thought to provide the proper vocabulary for the
statement of constraints on the relation of a filler to a gap. Second, there
was thought to be no way to finitely encode a potentially infinite long-
distance dependency in f-structure terms. Kaplan and Bresnan outlined
the initial justification for this approach, and subsequent work provided
further supporting evidence (Zaenen 1980, 1983).

However, LFG theory has evolved away from this initial c-structure
encoding of long-distance dependencies. Long-distance dependencies in-
teract strongly with subcategorization restrictions, and a c-structure ap-
proach therefore meshes well with theories in which subcategorization
is expressed in terms of constituent structure frames. But subcatego-
rization in LFG is defined on the functional structure, by means of the
Completeness and Coherence conditions on the appearance of governable
grammatical functions. Thus, the interactions of subcategorization and
long-distance dependencies would be easier to account for if long-distance
dependencies were also characterized in f-structure terms.

A second motivation emerged from the early work on coordination
within LFG. Bresnan, Kaplan, and Peterson (1985) showed that many
coordinate reduction facts follow from a simple extension to the interpre-
tation off-structure constraints. Bresnan, Kaplan, and Peterson proposed
to represent a coordination construction in f-structure as a set containing
the f-structures of the individual conjuncts. They then interpreted the
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assignment of an attribute-value to a set of f-structures as the assignment
of that attribute-value separately to all the elements of that set. They
showed that this had the desired effect of distributing information from
outside the coordination to the representations of each of the conjuncts.
But there are well-known interactions between coordination and long-
distance dependencies, as characterized for example by the Across the
Board Convention of transformational grammar (Williams 1977). These
interactions would again be difficult to formalize if coordination is de-
scribed in f-structure terms but long-distance dependencies are not.

These two motivations for moving long-distance dependencies to the f-
structure component led to a deeper consideration of the formal difficulty
presented by the need to encode potentially infinitely many possibilities
in constraints that must be embedded in a finite grammar. In the CSLI
Monthly Newsletter, Kaplan, Maxwell, and Zaenen (1987) first described
a method for solving this mathematical problem. They provided a finite
encoding of an infinite set of possible f-structural relations by permit-
ting expressions denoting regular languages to appear in place of simple
attributes in f-structure constraints. They called this new descriptive
mechanism functional uncertainty, since it can be used to indicate that
one of a set of alternative grammatical function assignments is acceptable
even though a particular function cannot be uniquely determined from
locally available information.

Given this new formal device, it became possible to characterize the
relation between a filler and a gap in purely f-structural terms. The first
paper in this section, "Long-Distance Dependencies, Constituent Struc-
ture, and Functional Uncertainty" by Kaplan and Zaenen, presents an
analysis of long-distance dependencies along these lines. It argues that
generalizations on the relation between a filler and a gap are best stated
in terms of configurations of grammatical functions rather than config-
urations of c-structure nodes. Thus they provide linguistic justification
for the functional account that goes beyond the original considerations
involving subcategorization and coordination.

The third paper, "An Algorithm for Functional Uncertainty" by
Kaplan and Maxwell, discusses the mathematical and computational
properties of functional uncertainty. This paper shows that the satisfi-
ability problem remains decidable when a system of LFG functional con-
straints is augmented with expressions of functional uncertainty. Kaplan
and Maxwell establish this fact by presenting an algorithm for deter-
mining whether such an augmented system has a solution, and if so, for
constructing a minimal set of satisfying f-structures. This is an incremen-
tal, constructive algorithm and thus can be incorporated into LFG-based
computational implementations or psycholinguistic models.
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This original formal analysis has stimulated other researchers to in-
vestigate mathematical issues that Kaplan and Maxwell did not address.
Using only formal language techniques, Kaplan and Maxwell were un-
able to prove that the satisfiability of uncertainty constraints is decidable
over a domain that includes cyclic f-structures. Bakhofen (1993) used
algebraic and logical methods to resolve the question, showing that satis-
fiability is in fact decidable over these more complicated domains. On the
other hand, it has now also been shown that constraint systems that com-
bine (constructive) negation with uncertainty are not decidable. This was
demonstrated directly by Baader et al. (1991) and Keller (1991, 1993),
and it follows indirectly from the work of Blackburn and Spaan (1993).
Blackburn and Spaan observe that systems containing a 'universal modal-
ity' are undecidable, and it is easy to create such a modal operator by
combining negation and uncertainty. However, if functional uncertain-
ties are limited in their use to nonconstructive constraining equations
instead of defining equations, to use the original Kaplan and Bresnan
(1982) distinction, then the satisfiability problem reduces to the verifi-
cation problem and these undecidability results no longer apply. Keller
(1993) has also shown how LFG's notion of functional uncertainty can be
ported to grammatical systems that have Rounds-Kasper logic as their
mathematical underpinning, and he has translated the Kaplan/Maxwell
solution algorithm to that framework.

The interaction of long-distance and local dependencies with coordi-
nation is a prime focus of the fourth paper in this section, "Constituent
Coordination in Lexical-Functional Grammar" by Kaplan and Maxwell.
The paper is an outgrowth of the earlier work by Bresnan, Kaplan, and
Peterson (1985), which first presented and argued for the approach to
coordination that Kaplan and Maxwell develop.

Seen as a means for stating the relation between two f-structures, func-
tional uncertainty was further extended with the introduction of 'inside-
out functional uncertainty' (Kaplan 1988). While (standard) functional
uncertainty is used to state the relation between a less embedded f-
structure and a more embedded one (as in the case of the relation between
a less embedded filler and a more deeply embedded gap), 'inside-out'
functional uncertainty was used in the opposite way: to state a relation
between a more embedded f-structure and a less-embedded one.

This additional way of specifying f-structural relationships has been
applied to linguistic phenomena other than traditional filler-gap depen-
dencies. Halvorsen and Kaplan (1988) used it in conjunction with con-
straints on the semantic projection to characterize the scope of quantifiers
in certain configurations. Huang (1993) proposed a treatment of Man-
darin questions which used inside-out functional uncertainty to specify
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the scope of in-situ wh-words. Inside-out uncertainty has also been used
to state the relation between an anaphor and its antecedent, and that
application is the subject of the second paper in this section, "Modeling
Syntactic Constraints on Anaphoric Binding" by Dalrymple, Maxwell,
and Zaenen. This work was further developed by Dalrymple (1990, 1993)
and by Dalrymple and Zaenen (1991).

The question of the status of the 'gap' in a filler-gap dependency re-
mains an open one in LFG. The first paper in this section includes a set
of arguments by Kaplan and Zaenen that there are no 'gaps' or empty
categories at c-structure; on their approach, the 'gap' is present only at f-
structure. However, in Part III of this book, Bresnan argues in her paper
'Bound Anaphora on Functional Structures' that gaps must be repre-
sented in the c-structure as well as the f-structure. The resolution of this
issue awaits further research.

References
Baader, P., H.-J. Biirckert, B. Nebel, W. Nutt, and G. Smolka. 1991. On the

expressivity of feature logics with negation, functional uncertainty and sort
equations. Technical Report RR-91-01. Saarbriicken: DFKI.

Bakhofen, Rolf. 1993. On the Decidability of Functional Uncertainty. In Proceed-
ings of the Thirty-First Annual Meeting of the ACL, 201-208. Columbus,
Ohio. Association for Computational Linguistics.

Blackburn, Patrick, and Edith Spaan. 1993. A Modal Perspective on the
Computational Complexity of Attribute Value Grammar. Journal of Logic,
Language and Information 2:129-169.

Bresnan, Joan, Ronald M. Kaplan, and Peter Peterson. 1985. Coordination and
the Flow of Information through Phrase Structure. MS, Xerox PARC.

Dalrymple, Mary. 1990. Syntactic Constraints on Anaphoric Binding. Doctoral
dissertation, Stanford University.

Dalrymple, Mary. 1993. The Syntax of Anaphoric Binding. CSLI Lecture Notes,
No. 36. Stanford University: Center for the Study of Language and Infor-
mation.

Dalrymple, Mary, and Annie Zaenen. 1991. Modeling Anaphoric Superiority.
In Proceedings of the International Conference on Current Issues in Com-
putational Linguistics, 235-247. Penang, Malaysia.

Halvorsen, Per-Kristian, and Ronald M. Kaplan. 1988. Projections and Seman-
tic Description in Lexical-Functional Grammar. In Proceedings of the In-
ternational Conference on Fifth Generation Computer Systems, 1116-1122.
Tokyo, Japan. Institute for New Generation Systems.

Kaplan, Ronald M. 1988. Correspondences and their inverses. Paper presented
at the Titisee Workshop on Unification Formalisms: Syntax, Semantics and
Implementation, Titisee, Germany.



REFERENCES / 135

Kaplan, Ronald M., and Joan Bresnan. 1982. Lexical-Functional Grammar: A
Formal System for Grammatical Representation. In The Mental Represen-
tation of Grammatical Relations, ed. Joan Bresnan. 173-281. Cambridge,
MA: The MIT Press.

Kaplan, Ronald M., John T. Maxwell, and Annie Zaenen. 1987. Functional
Uncertainty. CSLI Monthly Newsletter. January.

Keller, Bill. 1991. Feature Logics, Infinitary Descriptions, and the Logical Treat-
ment of Grammar. Technical report. University of Sussex. Cognitive Science
Research Report 205.

Keller, Bill. 1993. Feature Logics, Infinitary Descriptions, and Grammar. Stan-
ford University: Center for the Study of Language and Information.

Williams, Edwin S. 1977. Across-the-Board Application of Rules. Linguistic
Inquiry 8(2):419-423.

Zaenen, Annie. 1980. Extraction rules in Icelandic. Doctoral dissertation, Har-
vard University. Reprinted by Garland Press, New York, 1985.

Zaenen, Annie. 1983. On syntactic binding. Linguistic Inquiry 14:469-504.





Long-distance Dependencies,
Constituent Structure, and
Functional Uncertainty
RONALD M. KAPLAN AND ANNIE ZAENEN

1 Introduction
Tree representations are used in generative grammar to represent very
different types of information. Whereas in structuralist practice (at least
as reconstructed by early transformationalists), Phrase Structure Markers
were used to represent surface cooccurrence patterns, transformational
grammar extended their use to more abstract underlying structures where
they represent, for example, 'grammatical relations'. The claim embodied
in this extension is that the primitives of a tree representation, namely,
linear order, dominance (but not multi-dominance) relations and syntactic
category labels, are adequate to represent several types of information
that seem quite dissimilar in nature. They have been used, for example, to
represent the dependencies between predicates and arguments needed for
semantic interpretation and also the organization of phrases that supports
phonological interpretation.

Lexical-Functional Grammar (like Relational Grammar) rejects this
claim1 and proposes to represent information about predicate argument
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JIn recent work in phrase-structure-based frameworks there has been some weakening
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and not the former. See Pullum (1982) for an early proposal separating these two
aspects.
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dependencies in structures that allow multi-dominance and ignore linear
order. Moreover these frameworks claim that the primitives in these rep-
resentations are not categories like noun or sentence. Rather they are of a
different nature that approximates the more traditional functional notions
of subject, object, etc. In a certain sense LFG formalizes a more tradi-
tional approach than the one found in transformational grammar. The
use of tree representations (called constituent structures or c-structures
in LFG) is restricted to the surface structure, which is assumed to be the
input to the phonological component; information about predicate argu-
ment dependencies and the like is represented in the functional structure
(f-structure).

Given this view on the use of phrase structure representations, it is
a bit of an anomaly that the original formulation of LFG (Kaplan and
Bresnan 1982) used c-structures to state generalizations about so-called
long-distance dependencies of the type illustrated in (1):

(1) Who did Bill claim that Mary had seen?

Most previous accounts of long-distance phenomena, done in generative
frameworks where no other explanatory devices are available, were stated
in phrase structure terms. Early LFG proposals (Kaplan and Bresnan
1982, Zaenen 1980, 1983) in effect incorporated and developed such c-
structural notions without seriously examining the assumptions under-
lying them. But given that LFG makes a clear distinction between the
functional and phrasal properties of an utterance and encodes predicate-
argument relations specifically in functional structure (f-structure), this
approach embodies the claim that these relations are not directly relevant
to long-distance dependencies. This is a surprising consequence of this ap-
proach, given that so many other syntactic phenomena are more sensitive
to properties and relations of f-structure than to those of c-structure. In-
deed, a deeper investigation of long distance dependencies reveals that
they too obey functional rather than phrase structure constraints. This
motivates the revision to the LFG treatment of long distance dependen-
cies that we propose in this paper. This treatment depends on a new
formal device for characterizing systematic uncertainties in functional as-
signments.

The organization of the paper is as follows: in the first section we give
an argument based on data from Icelandic that functional notions are
necessary to account for generalizations about islands in that language.
In the second section we sketch the mechanism of functional uncertainty
that is needed to formalize these generalizations (for a more extensive
discussion of the mathematical and computational aspects of this mech-
anism, see Kaplan and Maxwell 1988). In the third section we show how
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the system handles some rather recalcitrant data from English, and in
the last section we discuss a case in which multi-dominance (or a similar
many-to-one mechanism) is needed to get the right result.

2 The Relevance of Functional Information:
Icelandic Island Constraints

It is well known that long distance dependencies involving adjuncts are
more restricted than those involving arguments. To give an example from
English, we can contrast example (1), where the initial Who is interpreted
as an argument of the predicate see within the sentential complement of
claim, with the following:

(2) * Which picture did they all blush when they saw?

In (1) the embedded see-clause is an argument of the matrix verb claim,
whereas in (2) the embedded clause is an adjunct to the main proposition.
This contrast cannot be accounted for simply in terms of node labels,
because in both (1) and (2) S and/or S' appear in the 'syntactic binding
domain' (as defined, for example, in Zaenen 1983). In English, it can
be plausibly claimed that these sentences differ in the configurations in
which the nodes appear, so that a c-structure account of the contrast is not
implausible. A similar contrast in acceptability is found in Icelandic. In
the Icelandic case, however, it can be shown that no difference in surface
phrase structure configuration can plausibly support an account of this
kind of contrast.

To show this we will first quickly summarize the arguments given for
surface structure in Thrainsson (1986) and then consider how they bear
on the issue of extraction out of sentences dominated by PP's. Thrainsson
(1986)2 shows that sentences with an auxiliary or a modal have a surface
structure that is different from those that have no auxiliary or modal.
Both types are illustrated in (3a) and (3b) respectively:

(3) a. Hann mun stinga smjorinu i vasann.
He will put butter-the in pocket-the.
'He will put the butter in his pocket.'

b. Hann stingur smjorinu i vasann.
He puts butter-the in pocket-the.
'He puts the butter in his pocket.'

2Thrainsson's paper is written in a transformational framework but his generalizations
translate in an obvious way into the framework used here. We use his analysis because
it gives a very intuitive account of the data, but of course our remarks apply to all
phrase structure accounts that hypothesize that the two types of PP's discussed below
have the same attachment at some moment of the derivation.
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A first place where the difference shows up is when a so-called wandering
adverb is added to either of these sentences: whereas for (3a) there are
only two possible positions for such an adverb as illustrated in (4), for
(3b) there are the additional possibilities illustrated in (5):

(4) a. Hann mun sjaldan stinga smjorinu i vasann.
He will seldom put butter-the in pocket-the.
'He will seldom put the butter in his pocket.'

b. *Hann mun stinga sjaldan smjorinu i vasann.
He will put seldom butter-the in pocket-the.

c. *Hann mun stinga smjorinu sjaldan i vasann.
He will put butter-the seldom in pocket-the.

d. Hann mun stinga smjorinu i vasann sjaldan.
He will put butter-the in pocket-the seldom.

(5) a. Hann stingur sjaldan smjorinu f vasann.
He puts seldom butter-the in pocket-the.
'He seldom puts the butter in his pocket.'

b. Hann stingur smjorinu sjaldan i vasann.
He puts butter-the seldom in pocket-the.

c. Hann stingur smjorinu i vasann sjaldan.
He puts butter-the in pocket-the seldom.

This is not the only contrast between the two types of sentences; in-
definite subjects and 'floating' quantifiers show the same placement con-
trasts. We refer to Thrainsson (1986) for examples of these two latter
phenomena.

Rather than proposing that these three types of elements are in-
troduced by different rules in sentences with and without auxiliaries,
Thrainsson proposes that it is the constituent structure of the clause
that differs while the constraints on the distribution of the adverbs, in-
definite subjects and quantifiers remain the same. The generalization is
that the adverbs, indefinite subjects and quantifiers are daughters of S
but can appear in any linear position. Thus they can be placed between
each pair of their sister constituents (modulo the verb second constraint,
which prohibits them from coming between the first constituent of the S
and the tensed verb). This will give the right results if we assume that the
c-structure for sentences with an auxiliary is as in (6) whereas sentences
without an auxiliary have the structure in (7):
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(6) S

NP AUX/V VP

V NP PP
(7) S

NP V NP PP

To be a bit more concrete, we propose to capture this insight in the
following partial dominance and order constraints; these account for word
order and adverb distribution in the sentences above:

(8) Dominance Constraints:
• S can immediately dominate {V, VP, NP, PP, ADV}
• VP can immediately dominate {V, VP, NP, PP}
• V is obligatory both in S and in VP.

(9) Ordering Constraints:
• for both S and VP: V<NP<PP<VP
• for S: XP immediately precedes V[+tense]

(verb-second constraint)

These constraints (given here in a partial and informal formulation),
together with LFG's coherence, completeness, and consistency require-
ments, provide the surface structures embodying the generalization pro-
posed by Thrainsson.

Given this independently motivated difference in c-structure, let us
now return to the difference between arguments and adjuncts. Icelandic
differs from English in allowing Ss in PPs, as shown in (10) to (13):3

(10) Hann for eftir a3 eg lauk verkinu.
He went after that I finished work-the.
'He left after I finished the work.'

3These constructions are analyzed as PP's in Icelandic because in all these cases the
3' alternates with a simple NP:

(i) J6n kom eftir kvoldmatinn.
'Jon came after dinner.'

(ii) J6n var ad hugsa um Mari'u.
'Jon was thinking about Maria.'

In general, the simplest hypothesis about Icelandic phrase structure rules is that an S'
is permitted wherever an NP can appear (if the meaning allows it).
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(11) Jon var a9 bvo golfi5 eftir a5 Maria hafSi skrifa9 brefiS.
John was at wash floor-the after that Mary had written letter-
the.
'John was washing the floor after Mary had written the letter,'

(12) bii vona3ist til a9 hann fengi bil.
You hoped for that he will-get car.
'You hope that he will get a car.'

(13) Jon var a9 hugsa um a9 Maria hef9i liklega skrifa9 brefi9.
John was at think about that Mary had probably written letter-
the.
'John was thinking that Mary had probably written the letter.'

(10) and (11) illustrate cases in which the PP clause is an adjunct,
whereas (12) and (13) are examples in which the PP clause is an argument.
We will use these complex embedded structures because they allow a
straightforward illustration of the patterns of long-distance dependencies:
we find cases that exhibit the same local categorial configurations (PP
over S'), but differ in their long-distance possibilities:

(14) *Hva9a verki for hann eftir a9 eg lauk?
Which job went he after that I finished?
'Which job did he go after I finished?'

(15) *bessi bref var Jon aS bvo golfi9 eftir a9 Maria haf3i skrifaS.
This letter was John at wash floor-the after that Mary had writ-
ten.
'This letter John was washing the floor after Mary had written.'

(16) HvaSa bil vonaQist bii til aS hann fengi?
Which car hoped you for that he will-get?
'Which car did you hope that he would get?'

(17) bessi bref var Jon a3 hugsa um a8 Maria hef3i liklega skrifa8.
This letter was John at think about that Mary had probably
written.
'This letter John was thinking that Mary had probably written.'

What these examples illustrate is that extractions are allowed from
the PP-S' configuration only when it is an argument; it forms a wh-island
when it functions as an adjunct.4

In defining the original c-structure formalization for long-distance de-
pendencies, Kaplan and Bresnan (1982) noted that the correlation of ex-

4This is true for tensed clauses, but we have not yet investigated infinitives. It is well
known that they tend to be less strong as islands, but further studies are needed to
understand fully the influence of tense on island constraints.
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traction constraints with categorial configurations is far less than perfect.
They allowed bounding-node specifications in individual phrase-structure
rules to characterize the variations of long-distance dependency restric-
tions across languages and across different nodes of the same category
in a particular language. Indeed, the formal devices they introduced are
sufficient to accurately describe these Icelandic facts: The argument and
adjunct PP's can be introduced in separate phrase-structure expansions,
with only the PP receiving the ADJunct function assignment boxed as a
bounding node. But it is clear that the boxing device is used to import
functional distinctions into the c-structure. Looking back at the discus-
sion in Kaplan and Bresnan (1982) one realizes that it is always the case
that when one instance of a given category is boxed as a bounding node
and another is not, those instances also have different functional schemata
attached (ADJ vs. one of the oblique argument functions in the Icelandic
example, or the COMP vs. RELMOD functions that distinguish English
f/iof-complement S's from relative clauses.). Kaplan and Bresnan, while
realizing that extraction domains cannot be defined in terms of obvious
natural classes of c-structure categories or configurations, did not then
recognize that natural classes do exist at the functional level.

They actually considered but quickly rejected the possibility of defin-
ing long-distance dependencies in terms off-structure configurations partly
because no rigorous functional formalization was at hand and partly be-
cause examples like (18) (Kaplan and Bresnan 1982, 134) seemed to in-
dicate the long-distance relevance of at least some categorial information
that would not be available in f-structure:

(18) a. She'll grow that tall/*height.
b. She'll reach that *tall/height.
c. The girl wondered how tall she would grow/*reach.
d. The girl wondered what height she would *grow/reach.

These examples suggest that adjective phrases can only be extracted
from AP positions and noun phrases only from NP positions, and, more
generally, that fillers and gaps must have matching categories. Thus, they
ignored the apparently functional constraints on long-distance extractions
and defined special formal mechanisms for encoding those constraints in c-
structure terms. In this they remained similar to other structure-oriented
theories of the day.

The Icelandic data given above, however, suggest that a more func-
tional approach would capture the facts more directly. In section 3, we
will show that the data in (18) can also be naturally analyzed in functional
terms. In fact constraints on extraction that in LFG terms are functional
in nature have also been proposed by syntacticians working in a com-
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pletely structure-oriented theory. The Icelandic data discussed above can
be seen as a case of the Condition on Extraction Domain proposed in
Huang (1982), which can be interpreted as an emerging functional per-
spective formulated in structural terms. It states that

(19) No element can be extracted from a domain that is not properly
governed.

Intuitively the distinction between governed and nongoverned corre-
sponds to the difference between argument and nonargument. But it
is clear from Thrainsson's arguments for the difference in structure be-
tween sentences with and without an auxiliary that the correct notion
of government cannot be simply defined over c-structures. To represent
the difference between the two types of PP's as in (20) would go against
Thrainsson's generalization.

(20) a. S

b.

V P

Indeed, adverb placement shows that both adjunct and argument PP's
are sisters of S when there is no auxiliary but are both in the VP when
an auxiliary is present:5

(21) a. Eg vonaSist alltaf til a9 hann fengi bil.
I hoped always for that he will-get car.
'I always hoped that he would get a car.'

b. Eg hef alltaf vonast til a9 hann fengi bil.
I have always hoped for that he will-get car.
'I have always hoped that he would get a car.'

5Zaenen (1980) proposes that the extractability from an S is determined by a lex-
ical property of the complementizer that introduces it. Under that hypothesis the
adjunct/argument contrast discussed here would be unstatable, since the same com-
plementizer appears in both constructions.
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c. *Eg hef vonast alltaf til a9 hann fengi bil.
I have hoped always for that he will-get car.

(22) a. Hann for alltaf eftir a5 eg lauk verkinu.
He went always after that I finished work-the.
'He always went after I finished the work.'

b. Hann hefur alltaf farid eftir a3 eg lyk verkinu.
He has always gone after that I finished work-the.
'He has always gone after I finished the work.'

c. *Hann hefur farid alltaf eftir a9 eg lyk verkinu.
He has gone always after that I finished work-the.

This pattern does not change when in the context of a long-distance de-
pendency, as the following contrast illustrates:

(23) a. *Hva3a verki for hann alltaf eftir a3 eg lauk?
Which job went he always after that I finished?
'Which job did he always go after I finished?'

b. Hvada bil vona9ist bu alltaf til a3 hann fengi?
Which car hoped you always for that he will-get?
'Which car did you always hope he would get?'

Thus in Icelandic the same c-structure configuration allows for extraction
when the PP is an argument but not when the PP is an adjunct. Netter
(1987) draws a similar conclusion from data concerning extraposition of
relative clauses in German. Given these facts, an adequate structurally-
based account will have to appeal to stages in a derivation6 and assume
different tree structures for these sentences at the moment the relevant
movement takes place. Whether this is feasible or not will depend on
one's view on principles like cyclicity and the like and we leave it to prac-
titioners of structural approaches to elaborate these accounts. Prom our
nonderivational perspective the most straightforward approach seems also
the most reasonable one: we will assume that long distance dependencies
are sensitive to functional information and investigate further how such
constraints can be formulated in functional terms.7

6 A reanalysis of the verb and the prepositions as one unit would not obviously account
for this contrast, and in any event, such an analysis has no independent motivation.
Maling and Zaenen (1980) argue explicitly that there is no such reanalysis in Icelandic,
and the fact that an adverb cannot be placed between the preposition and the following
clause is further evidence against such a proposal:

(i) *Eg vonaSist til alltaf ad hann fengi bil.
I hoped for always that he will-get car.

7 As far as we can see, the Icelandic data also do not allow for a syntactic account in
frameworks like GPSG which define 'government' solely on the surface structure.
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3 The Formal Account: Functional uncertainty
Standing back from the details of particular constructions or particular
languages, long-distance dependencies seem difficult to characterize be-
cause they involve rather loose and uncertain connections between the
superficial properties of local regions of a string and its more abstract
functional and predicate-argument relations. For many sentences this
connection is very direct and unambiguous. If, for example, the first few
words of an English sentence have the internal organization of an NP,
it is often the case that those words also function as the subject of the
sentence. Of course, there are uncertainties and ambiguities even in sim-
ple sentences: in a garden-path sentence such as (24), it is not clear only
from the local evidence which words make up the initial NP, and those
words thus are compatible with two different functional configurations.
This local ambiguity is resolved only when information about the later
words is also taken into account.

(24) The cherry blossoms in the spring.

Local uncertainties of this sort have never seemed difficult to describe,
since all grammatical theories admit alternative rules and lexical entries to
account for all the local possibilities and provide some method of composi-
tion that may reject some of them on the basis of more global contextual
information. What distinguishes the uncertainties in long-distance de-
pendencies is that the superficial string properties local to, say, a fronted
English topic are compatible with an unbounded number of within-clause
functional or predicate-argument relations. The infinite set of possibilities
cannot be specified in any finite number of alternatives in basic rules or
lexical entries, and which of these possibilities is admissible depends on
information that may be available arbitrarily far away in the string.

Structural approaches typically handle this kind of unbounded un-
certainty through conspiracies of transformations that introduce empty
nodes and prune other nodes and thereby destroy the simple connec-
tion between the surface and underlying tree structures. Our solution to
the uncertainty problem is much more direct: we utilize a formal device
that permits an infinite set of functionally constrained possibilities to be
finitely specified in individual rules and lexical entries.

Kaplan and Bresnan (1982) observed that each of the possible under-
lying positions of an initial phrase could be specified in a simple equation
locally associated with that phrase. In the topicalized sentence (25):

(25) Mary John telephoned yesterday.

the equation (in LFG notation) (-f TOPIC) = (t OBJ) specifies that Mary
is to be interpreted as the object of the predicate telephoned. In (26):
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(26) Mary John claimed that Bill telephoned yesterday.

the appropriate equation is (f TOPIC) = (f COMP OBJ), indicating that
Mary is still the object of telephoned, which because of subsequent words
in the string is itself the complement (indicated by the function name
COMP) of the top-level predicate claim. The sentence can obviously be
extended by introducing additional complement predicates (Mary John
claimed that Bill said that.... that Henry telephoned yesterday), for each
of which some equation of the general form

(t TOPIC) = (t COMP COMP ... OBJ)

would be appropriate. The problem, of course, is that this is an infinite
family of equations, and hence impossible to enumerate in a finite disjunc-
tion appearing on a particular rule of grammar. For this technical reason,
Kaplan and Bresnan abandoned the possibility of specifying unbounded
uncertainty directly in functional terms.

Instead of formulating uncertainty by an explicit disjunctive enumer-
ation, however, a formal specification can be provided that character-
izes the family of equations as a whole. A characterization of a fam-
ily of equations may be finitely represented in a grammar even though
the family itself has an infinite number of members. This can be ac-
complished by a simple extension of the elementary descriptive device
in LFG, the functional-application expression. In the original formalism
function-application expressions were given the following interpretation:

(27) (fs) = v holds if and only if/is an f-structure, s is a symbol, and
the pair <s, v> € /.

This notation was straightforwardly extended to allow for strings of sym-
bols, as illustrated in expressions such as (t COMP OBJ) above. If x = sy
is a string composed of an initial symbol s followed by a (possibly empty)
suffix string y, then

(28) (fx) = ((fs)y)
(f e) = /, where e is the empty string.

The crucial extension to handle unbounded uncertainty is to allow the
argument position in these expressions to denote a set of strings. The
interpretation of expressions involving sets of strings is derived in the
following way from the interpretation (28) for individual strings. Suppose
a is a (possibly infinite) set of strings. Then we say

(29) (fa) = v holds if and only if
((f s) Suff(s, a)) = v for some symbol s,
where Suff(s, a) is the set of suffix strings y such that sy € a.
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In effect, an equation with a string-set argument holds if it would hold
for a string in the set that results from a sequence of left-to-right symbol
choices. For the case in which a is a finite set this formulation is equivalent
to a finite disjunction of equations over the strings in a. Passing from
finite disjunction to existential quantification captures the intuition that
unbounded uncertainties involve an underspecification of exactly which
choice of strings in a will be compatible with the functional information
carried by the surrounding surface environment.

We of course impose the requirement that the membership of a be
characterized in finite specifications. More particularly, it seems linguisti-
cally, mathematically, and computationally advantageous to require that
a in fact be drawn from the class of regular languages. The character-
ization of uncertainty in a particular grammatical equation can then be
stated as a regular expression over the vocabulary of grammatical func-
tion names. The infinite uncertainty for the topicalization example above
can now be specified by the equation given in (30):

(30) (f TOPIC) = (f COMP* OBJ)

involving the Kleene closure operator. One remarkable consequence of our
functional approach is that appropriate predicate-argument relations can
be defined without relying on empty nodes or traces in phrase-structure
trees. This allows us to make the phrase-structure representations much
more faithful to the sentence's superficial organization. Note that a par-
ticular within-clause grammatical function can be assigned by a long-
distance dependency only if the phrase-structure rules optionally intro-
duce the nodes that would normally carry that function in simple clauses.8

This formulation is possible only because subcategorization in LFG is de-
fined on f-structure via the Completeness and Coherence conditions and
is independent of phrase-structure configurations.

The mathematical and computational properties of functional uncer-
tainty are discussed further in Kaplan and Maxwell (1988). Here we sum-
marize the mathematical characteristics briefly: it is clearly decidable
whether a given f-structure satisfies a functional description that includes
uncertainty specifications. Since a given f-structure contains only a finite
number of function-application sequences, it contains only a finite number
of strings that might satisfy an uncertainty equation. The membership
problem for the regular sets is decidable and each of those strings can
therefore be tested to see if it makes the equation hold.

8Thus a constraint like the one proposed by Perlmutter (1971) that (tensed) clauses
must have local surface subjects (and hence that question movement of the subject is
not allowed) would follow in a straightforward way from making the NP constituent
bearing the subject equation obligatory in the phrase structure rule.
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It is less obvious that the satisfiability problem is decidable. Given
a set of equations describing a functional structure for a sentence, can it
be determined that a structure satisfying all the equations does in fact
exist? For a trivial description with a single equation, the question is easy
to answer. If the equation has an empty uncertainty language, contain-
ing no strings whatsoever, the description is unsatisfiable. Otherwise, it
is satisfied by the f-structure that meets the requirements of any string
in the language, say the shortest one. The difficult case arises when the
functional description has two uncertainty equations, say (/ a) = va and
(//?) = vp. If a contains (perhaps infinitely many) strings that are initial
prefixes of strings in /?, then the strings that will be mutually satisfiable
cannot be chosen independently from the two languages. For example,
the choice of x from a and xy from /3 implies a further constraint on
the values va and vp: for this particular choice we have (f x) = va and
(fxy) = ((f x) y) = vp, which can hold only if (va y) = vp. Kaplan and
Maxwell (1988) show, based on a state-decomposition of the finite-state
machines that represent the regular languages, that there are only a fi-
nite number of ways in which the choice of strings from two uncertainty
expressions can interact. The original equations can therefore be trans-
formed into an equivalent finite disjunction of derived equations whose
remaining uncertainty expressions are guaranteed to be independent. The
original functional description is thus reducible to a description without
uncertainty when each of the remaining regular languages is replaced by a
freely chosen member string. The satisfiability of descriptions of this sort
is well-established. A similar proof of satisfiability has been developed by
Mark Johnson (p. c.).

If the residual uncertainties include an infinite number of strings, then
an infinite number of possible f-structures will satisfy the original descrip-
tion and are thus candidates for the f-structure that the grammar assigns
to the sentence. This situation closely resembles the general case that
arises for descriptions without uncertainties. As Kaplan and Bresnan
(1982) noted, if a description is consistent then an infinite number of
f-structures will satisfy it. These f-structures are ordered by a subsump-
tion relation and Kaplan and Bresnan defined the subsumption-minimal
satisfying structure to be the grammatically relevant one. The family
of f-structures that satisfy the residual uncertainties is also ordered, not
just according to subsumption but also according to the lengths of the
strings that are chosen from the regular set. We extend the minimality
condition of LFG by requiring that the f-structure assigned to a sentence
include only the shortest strings realizing a particular uncertainty. In this
way we follow the general LFG strategy of excluding from consideration
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structures that involve arbitrarily redundant information. See Kaplan
and Maxwell (1988) for further discussion.

This is a general formalism that may apply to phenomena that are
traditionally not thought of as falling into the same class as long-distance
dependencies but that nevertheless seem to involve some degree of un-
certainty. Johnson (1986) and Netter (1986) have used it in the analysis
of Germanic infinitival complements and Karttunen (1989) discusses how
similar extensions to Categorial Unification Grammar can account for re-
lated facts in Finnish that would otherwise require type-raising. Halvorsen
(1988) has extended its use to the semantic domain, where it offers a sim-
ple characterization of various kinds of quantifier scope ambiguities. In
this paper we illustrate the formalism by showing how it can be used
to represent different conditions on long-distance dependencies. Consider
the multi-complement sentence (31) whose c-structure and f-structure are
given in (32) and (33):

(31) Mary John claimed that Bill said that Henry telephoned.
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(32) S'

Mary NP

(33)

Henry

telephoned

TOPIC [PRED 'Mary'] — _

PRED 'claim {(t SUBJ), (t COMP)) '

SUBJ [PRED 'John']

'PRED 'say{(t SUBJ), (t COMP))'

SUBJ [PRED 'Bill']

COMP |~PRED 'telephone {(t SUBJ), (t OBJ)) '

COMP SUBJ [PRED 'Henry']

OBJ
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Notice that the tree in (32) has no empty NP node in the embed-
ded clause. The link in the functional structure (33) indicates that the
relation between the topic and the object of the most deeply embedded
complement is one of functional identity, just like the relation between a
functional controller in a raising or equi construction and its controllee
(see the discussion of functional control in Kaplan and Bresnan 1982).
Thus the same subsidiary f-structure serves as the value of both the TOPIC
function and the OBJ function in the complement. The linguistic condi-
tions on the linkages in functional control and long-distance dependencies
are quite different, however. The conditions on functional uncertainty in
long-distance dependencies can be subdivided into conditions on the po-
tential functions at the end of the uncertainty path (the bottom, OBJ in
this example) and conditions on the functions in the middle of the path
(the body, here COMP*).

In the example above, the bottom is the function OBJ. Of course, there
are a variety of other within-clause functions that the topic can have, and
the equation might be generalized to

(34) (f TOPIC) = (t COMP* GF)
where GF denotes the set of primitive grammatical functions. As we
discuss in Section 3, this is too general for English since the topic cannot
serve as a within-clause complement. A more accurate specification is

(35) (t TOPIC) = (t COMP* (GF-COMP))
where GF—COMP denotes the set of grammatical functions other than
COMP. This might appear to be still much too general, in that it permits
a great number of possible bottom functions most of which would be
unacceptable in any particular sentence. But whatever bottom function
is chosen will have to be compatible with all other requirements that are
imposed on it, not only case-marking and agreement etc. but also the
general principles of consistency, completeness, and coherence. Although
phrase-structure rules no longer play a role in insuring that the topicalized
constituent will be linked to the 'right' place within the sentence, these
functional conditions will rule out unacceptable sentences like (35):

(36) *Mary, he said that John claimed that Bill saw Peter.

(This sentence does have an interpretation with Mary as a vocative but we
ignore that possibility here.) If OBJ is chosen as the bottom function and
the body reaches down to the lowest clause, the features of Mary will be
inconsistent with the features of the local object Peter. An inconsistency
would arise even if Peter were replaced by a repetition of the word Mary
because of the instantiation property of LFG's semantic forms (Kaplan
and Bresnan 1982, 225). If the body does not reach down to the lowest
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clause, then one of the intermediate f-structures will be incoherent: nei-
ther of the predicates claim nor soy take objects. The f-structure would
also be incoherent if some other function, say OBJ2, were chosen as the
bottom or if the body were extended below the lowest clause.

The following sentence has the same c-structure as (36) but is gram-
matical and even ambiguous, because the function ADJ can be chosen as
the bottom:

(37) Yesterday, he said that Mary claimed that Bill telephoned Peter.

This is acceptable because AD j is in GF but is not one of the governable
grammatical functions, one that can serve as an argument to a lexical
predicate, and thus is not subject to the coherence condition as denned
by Kaplan and Bresnan (1982).

Similarly, restrictions on the sequence of functions forming the body
can be stated in terms of regular predicates. The restriction for Icelandic
that adjunct clauses are islands might be expressed with the equation:

(38) (t TOPIC) = (t (GF-ADJ)* GF)
This asserts that the body of the path to the clause-internal function

can be any sequence of non-adjunct grammatical functions, with the bot-
tom being any grammatical function that may or may not be ADJ. For
English the body restriction is even more severe, allowing only closed and
open complements (COMP and XCOMP in LFG terms) on the path, as
indicated in (39):

(39) (t TOPIC) = (f {COMP, XCOMP}* (GF-COMP))
Given this formalism, the theory of island constraints becomes a the-

ory of the generalizations about the body of possible functional paths,
expressible as regular predicates on the set of uncertainty strings. For
example, if RELMOD is the function assigned to relative-clause modifiers
of noun-phrases, that function would be excluded from the body in lan-
guages that obey the complex-NP constraint.

Other conditions can be stated in the phrase-structure rules that in-
troduce the uncertainty expression. These rules are of the general form
indicated in (39):

(40) S' —J- n £
(t DF) = |

(t DF) = (t body bottom)

where Q is to be realized as a maximal phrasal category, S is some senten-
tial category, and DF is taken from the set of discourse functions (TOPIC,
FOCUS, etc.). This schema expresses the common observation that con-
stituents introducing long-distance dependencies are maximal projections
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and are sisters of sentential nodes. Restricting the introduction of dis-
course functions to rules of this sort also accounts for the observation
that discourse functions need to be linked to within-clause functions (see
Fassi-Fehri 1988 for further discussion). The rule in (41) for English top-
icalization is an instance of this general schema:

(41) S' -> XPorS' S
(f TOPIC) = J,

(t TOPIC) = (t {COMP, XCOMP}* (GF-COMP))
In English, S' and any XP can occur in topic position. Spanish, on

the other hand, seems to be a language in which some topic constructions
allow NP's but not PP's (Grimshaw 1982).

4 Illustrations from English
As mentioned above, Kaplan and Bresnan (1982) noticed an apparent
category-matching requirement in sentences like (42)-(43) (Kaplan and
Bresnan 1982, example 134):

(42) a. The girl wondered how tall she would grow,
b. *The girl wondered how tall she would reach.

(43) a. The girl wondered what height she would reach,
b. *The girl wondered what height she would grow.

Grow seems to subcategorize for an AP and reach for an NP. But sub-
categorization in LFG is done in functional terms, and it turns out that
independently motivated functional constraints also provide an account
of these facts. First observe that reach but not grow governs the OBJ
function, as indicated by the contrast in (44):

(44) a. That tall has been grown.
b. That height has been reached.

Grimshaw (1982) shows that passivization is not dependent on syn-
tactic category but on whether the verb takes an OBJ.9 The verb grow, on
the other hand, establishes a predicational relationship between its sub-
ject and its adjectival complement and thus governs the XCOMP function.
The relevant lexical entries for reach and grow are as follows:

(45) a. reach: (t PRED) = 'reach<(f 8UBj)(t OBJ)>'
b. grow: (t PRED) = 'grow<(t SUBj)(t XCOMP)>'

(t SUBJ) = (t XCOMP SUBJ)

9Jacobson (1982) points out that the verbs ask and hope are not susceptible to this
analysis.



LONG-DISTANCE DEPENDENCIES, CONSTITUENT STRUCTURE / 155

Sentence (42a) is acceptable if XCOMP is chosen as the bottom func-
tion: XCOMP makes the local f-structure for grow complete. Tall, being a
predicative adjective, also requires a local subject, and that requirement
is satisfied by virtue of the control equation (t SUBJ) = (t XCOMP SUBJ).
The choice of XCOMP in (42b) is unacceptable because it makes the local f-
structure for reach be incoherent. Choosing OBJ satisfies the requirements
of reach, but the sentence is still ungrammatical because the f-structure
for tall, in the absence of a control equation, does not satisfy the com-
pleteness condition. In (43a) the choice of OBJ at the bottom satisfies
all grammaticality conditions. If OBJ is chosen for (43b), however, the
f-structure for grow is incoherent. If XCOMP is chosen the f-structure
for grow is complete and coherent, and the sentence would be accept-
able if what height could take the controlled subject. Although some
noun-phrases can be used as predicate nominals (She became a doctor,
She seems a fool), others, in particular what height, cannot (*She be-
came that/a height, *She seems that height, *I wonder what height she
became/seemed). Whether or not the restrictions ultimately turn out to
be functional or semantic in nature, it is clear from the contrasts with
become and seem that they have nothing to do with syntactic categories.

Not only is category-matching unnecessary, it does not always yield
the correct results. Kaplan and Bresnan (1982) discussed the examples
in (46) (their 136) where a simple category-matching approach fails:

(46) a. That he might be wrong he didn't think of.
b. *That he might be wrong he didn't think.
c. *He didn't think of that he might be wrong.
d. He didn't think that he might be wrong.

In these examples the category of a fronted S' can only be linked to a
within-clause position that is normally associated with an NP. Kaplan
and Bresnan complicated the treatment of constituent control to account
for these cases by allowing the categories of the controller and controllee
both to be specified in the topicalization rule. A closer look at the lex-
ical requirements of the verbs involved, however, gives a more insightful
account. Bresnan (1982) proposes association principles between syntac-
tic categories and grammatical functions. These principles lead to the
following VP rule for English:

(47) VP ->

V (NP) (NP) PP* ... (S')
(t OBJ) = 4. (t OBJ2) =J. (f (J, PCASE)) = 4, (t COMP) = |

This rule embodies the claim that in English the OBJ function is only
associated with NP's and the COMP function only with S'. Adopting
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these principles, we propose the following partial lexical entries for think
and think-of:10

(48) a. think: (t PRED) = 'think<(t SUBJ) (| COMP)>'
b. think: (t PRED) = 'think<(t SUBJ) (t OBLOF)>'

The difference between the grammatical and ungrammatical sentences in
(46) follows if GOMPs cannot be the bottom of an uncertainty in English
(whereas OBJ, OBJ2, and obliques such as OBLOF can). For (46a) the
choice of OBLOP for the bottom is compatible with the semantic form in
(48b), so the sentence is acceptable. Since COMP cannot be the bottom,
OBLOF and (48b) are also the only possible choices for (46b), but with this
string the requirement that the preposition of be present is violated (this
requirement is similar to the conditions on idiosyncratic case-marking,
the details of which do not concern us here).11

It is true that the OBLOP slot in (46a) is filled in a way that would be
impossible in sentence internal position (46c), but this follows simply from
the phrase-structure rules of English. There is no rule that expands PP
as a preposition followed by an S', no matter what functional annotations
might be provided; as we have seen in Section 1, this is a very language-
specific restriction. But as far as the functional requirements of think-of
go, nothing in the f-structure corresponding to an S' prevents it from
serving as the OBLOF-

Under this account of long-distance dependencies, then, there is no
need to parameterize them in terms of particular phrase-structure cate-
gories. This proposal also easily handles the following contrasts, discussed
in Stowell (1981):

(49) Kevin persuaded Roger that these hamburgers were worth buy-
ing.

(50) *That these hamburgers were worth buying, Kevin persuaded
Roger.

(51) Louise told me that Denny was mean to her.
10This analysis assumes an unlayered f-structure representation of oblique objects
related to the proposal of Bresnan (1982) and slightly different from the two-level
approach discussed by Kaplan and Bresnan (1982) and Levin (1986). The only change
necessary to accommodate the two-level representation would be to allow the bottom
to be a two-element sequence such as OBLOF OBJ, the same sequence that think-of
would subcategorize for under that approach.
11 One kind of sentence that is not ruled out on syntactic grounds is:

That John saw Mary Bill kissed.

We assume that this is out for semantic reasons: that-clauses, regardless of their
grammatical function, correspond to semantic propositions and propositions are not
kissable.
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(52) That Denny was mean to her Louise told me (already).

They can be compared to
(53) * Kevin persuaded Roger the news.

(54) Louise told me the story.

(53) shows that persuade does not subcategorize for an OBJ2, while (54)
shows that tell does take an OBJ2 as an alternative to the COMP assign-
ment for (51). The relevant lexical information is given in (55).12

(55) tell: (f PRED) = 'tell<(t SUBJ) (f OBJ) (| OBJ2) >'
or

(t PRED) = 'tell<(t SUBJ) (t OBJ) (t COMP)>'

persuade: (t PRED) = 'persuade<( t SUBJ) (f OBJ) (f COMP)>'

The ungrammatically of (50) follows again from the fact that the bot-
tom cannot be a COMP, whereas (52) is acceptable because an OBJ2 is
permitted.

Our proposal is different from the one made in Stowell (1981) in that
adjacency plays no role for us, so we do not need incorporation rules
to account for (51-52). This is in keeping with our view that phrase-
structure rules and functional structure are in a much looser relation to
each other than in the theory that Stowell assumes. The fact that the
incorporation analysis of (51) is not independently motivated is in turn a
confirmation for this view.

Both the present proposal and the one elaborated in Stowell (1981) can
be seen as accounts of a generalization made in phrase-structure terms
by Higgins (1973), namely, that S' topicalization is only possible from
an NP position. Indeed, the present functional approach covers the cases
12Notice that according to our proposal the grammaticality of (i) does not license (ii):

(i) John persuaded Roger.
(ii) *That these hamburgers were worth buying, John persuaded.

Arguments slots in LFG are reserved for certain semantically restricted types, as the
following unacceptable string illustrates:

(iii) *John persuaded the fact.
One way to achieve this is to assume that each GF is associated with a thematic

role and that lexical rules do not change these associations. For instance, a verb like
give takes a goal and a theme, and in the OBJ, OBLQOAL realization the theme is linked
to the OBJ and the goal to the OBLQOAL- In the OBJ, OBJ2 construction, however, it
is the goal that is linked to the OBJ and the theme to the OBJ2. For different ways
to formulate this correspondence that preserve thematic role assignments, see Bresnan
(1982) and Levin (1986). With persuade, the goal argument is obligatory and the
prepositional argument is optional, as is shown by (iv):

(iv) *John persuaded that Bill had left.
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Higgins himself discusses. These include contrasts involving extraposition
like those in (56):

(56) a. That Susan would be late John didn't think was very likely,
b. *That Susan would be late John didn't think it was very likely.

Extraposition is a lexical rule that for each extraposable entry of the form
in (57a) adds a lexical entry of the form shown in (57b):

(57) a. (f PRED) = 'R{(| SUBJ) ... )'
b. (t PRED) = 'R((t COMP) ...)(t SUBJ)'

(t SUBJ PERS) = 3
(t SUBJ NUM) = SG
(t SUBJ GEND) = NEUT

This rule applied to the lexical entry for likely yields (58) and accounts
for the alternation in (59):

(58) likely: (t PRED) = 'likely <(f COMP)>(t SUBJ)'
(t SUBJ PERS) = 3
(t SUBJ NUM) = SG
(t SUBJ GEND) = NEUT

(59) a. That Susan will be late is likely
b. It is likely that Susan will be late.

Since a PRED value must be linked to a thematic function, either directly
or by a chain of functional control, expletive it as in (59) is the only
possible realization of the nonthematic SUBJ in (59b):

(60) it: (t PERS) = 3
(f NUM) = SG
(t GEND) = NEUT
-.(t PRED)

With the extraposition entry in (58) the ungrammaticality of (56b) eas-
ily follows. The function COMP is not a legal uncertainty bottom, so
that with this entry a complete functional structure cannot be assigned.
Choosing SUBJ as the uncertainty bottom would be compatible with the
entry corresponding to (57a), but this choice would result in the subject
having a sentential PRED value, which the features for expletive it do not
allow.

The lexical extraposition rule also interacts with the phrase structure
rule that introduces sentential subjects to exclude (60):

(61) * John didn't think (that) that Susan would be late was very likely.

Whereas the phrase-structure rule for embedded clauses is as given in
(62a), main clauses also allow the one given in (62b):
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(62) a. S —> (NP) VP
(t SUBJ) = 4.

b- E —> (XP) VP
(t SUBJ) = 4,

E is the category for a root-node expression and XP can be any phrase
that can bear the subject function, namely S', PP (as in Into the room
jumped a rabbit; see Levin 1986 for discussion) and NP. In embedded
position, however, we only find NP.13

Our discussion ignores embedded questions but it is clear that some
contrasts like the one exemplified in (62) can be treated along the same
lines:

(63) a. * Whether John would come early she didn't wonder,
b. Whether John would come early she didn't know.

Translating the observations of Grimshaw (1979) into our framework,
we would hypothesize that wonder takes a COMP only whereas know al-
lows for a COMP and an OBJ. But the general problem of embedded
questions needs further study: it is well known that in some cases they
are more OBJ-like than t/mt-clauses. We have not studied their behavior
in enough detail to propose a general treatment.

We have shown in this section that a functional approach can account
for the basic correspondences that characterize long-distance dependen-
cies as well as previous category-matching approaches do, and also for
a variety of additional facts that have seemed rather puzzling under a
categorial analysis.

5 Interactions with Functional Control: Japanese
Relatives

There are no multiply dominated substructures in phrase-structure trees,
and, hence, any two nodes are connected by just one path. This is not
the case with paths in functional structure. The following example shows
such a multiple-path configuration:

(64) Mary John expected to walk.
13These rules also allow us to account for the ungrammaticality of (i) and (ii):

(i) "That John will be late seems,
(ii) *That John will be late Bill doesn't think seems.

We simply assume that seem has only the 'derived' lexical entry in (57b) and not the
one in (57a). Thus the thematic argument with seem is always a COMP and never a
SUBJ, and indeed there are no sentences like (iii) that might lead to (ii):

(iii) * John/The fact seems.
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(65) TOPIC [PRED 'Mary']

PRED 'expect( (tSUBj)

SUBJ [PRED 'John']

OBJ

XCOMP
[PRED 'walk{ (fsuaj) }'

SUBJ

The matrix OBJ and the XCOMP SUBJ in this example are identified
by an equation of functional control. This means that there are two
equivalent ways of resolving the topic uncertainty in this construction, if
XCOMP is allowed in the body and OBJ and SUBJ are both allowed at the
bottom. Although there appears to be no need for both of these uncer-
tainty paths in English, this formal possibility offers a simple account for
certain interactions between coordination and long-distance dependencies
in Japanese.

Saiki (1985) observes that some relative clauses in Japanese are con-
strained so that in a coordinate structure, when a SUBJ is bound in one
conjunct, a SUBJ must also be bound in the other.14 When there is a
nonsubject in the one there has to be a nonsubject in the other conjunct
too. The pattern is illustrated by the following examples:

(66) Takashi ga kat-te Reiko ga tabeta ringo.
Takashi SUBJ bought Reiko SUBJ ate apple,
'the apple which Takashi bought and Reiko ate.'

(67) Hon o yon-de rekoodo o kiita gakusei.
Book OBJ read record OBJ listened-to student.
'the student who read a book and listened to a record.'

(68) *Ookiku-te Reiko ga katta suika.
Big Reiko SUBJ buy watermelon.
'the watermelon which was big and which Reiko bought.'

(69) * Takashi ga nagut-te Reiko o ketobashita otoko.
Takashi SUBJ hit Reiko OBJ kicked man.
'the man whom Takashi hit and who kicked Reiko.'

Bresnan, Kaplan, and Peterson (1985) present a functionally-based
theory of coordination within the LFG framework. According to this the-
ory, coordinate structures are represented formally as a set in f-structure,
14 Native speakers of Japanese seem to differ about the exact generalizations here.
Our analysis is meant to illustrate the interaction between different components of the
grammar, but as we are not experts in Japanese grammar, we remain agnostic about
the exact analysis of Japanese.
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with the elements of the set being the f-structures corresponding to the
individual conjuncts. LFG's function-application primitive is extended in
a natural way to apply to sets of f-structures: a set is treated as if it
were a function with the properties that are common to all its f-structure
elements. As Bresnan, Kaplan, and Peterson show, this simple exten-
sion, which is orthogonal to the extension (27) that we are proposing
here, is sufficient to provide elegant accounts for the wide variety of facts
that coordinate reduction rules and across-the-board conventions attempt
to handle. The theory of coordination also interacts properly with the
present theory of long-distance dependencies: a path of functional uncer-
tainty that passes into a set will be resolved independently for each of
the set's elements. Thus, for sentence (70a) the topic uncertainty will be
resolved as XCOMP OBJ for the first conjunct and as XCOMP OBLTO for
the second.

(70) a. Mary John expected to see and give the book to.
b. *Mary John expected to see Bill and give the book to.

But even though the paths are allowed to differ from one conjunct to
the other, it must be the case that if an uncertainty is resolved inside one
of the functions it must also be resolved inside the other, as illustrated
by (70b).

The fact that uncertainties are resolved independently for each con-
junct, as required for the English example (70a), may seem incompatible
with the Japanese pattern in (66-69). Indeed, if the within-clause role
of the relative clause head is specified by a single uncertainty expression
whose bottom allows either SUBJ or non-SUBJ functions, the constraint
against mixing functions would not be satisfied. There is an obvious way
of describing these facts, however, by specifying the within-clause function
as a choice between two uncertainties, one with a SUBJ bottom and one
with GF— SUBJ, as in the following rule for Japanese relative modifiers,
adapted from Saiki (1985):

(71) NP -» S; NP
(t RELMOD) = J, , . fxcoMpl * , ,v (t RELMOD I cQMp j * SUBJ) = 4,

or

(t RELMOD ™ * (GF-SUBJ)) = |

The analysis of these examples does not depend on the fact that f-
structures can contain separate but equivalent paths. But there are other
Japanese examples that contain two equivalent paths, one of which ends
hi a SUBJ and the other in a non-SUBJ. This situation arises in causatives,
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which, following Ishikawa (1985), are assumed to have the following lexical
schemata:

(72) (t PRED) = 'cause<(t suBJ)(t OBJ2)(t XCOMP)>'
(t XCOMP SUBJ) = (f OBJ2)

The functional control equation identifies the XCOMP'S SUBJ with the
OBJ2 of the matrix. Saiki (1985) noticed that in this situation our for-
malization predicts that either of the uncertainties in (71) can lead to the
common element, so that causative phrases ought to be conjoinable with
other clauses in which either a SUBJ or non-SUBJ is relativized. That this
prediction is correct is shown by the acceptability of the following phrases
(Saiki 1985):

(73) Takashi o nagutte, Reiko ga Satoru o ketobas-ase-ta otoko
Takashi OBJ hit, Reiko SUBJ Satoru OBJ kick CAUS man
'the man who hit Takashi and who Reiko caused to kick Satoru.'

(74) Takashi ga nagutte, Reiko ga Satoru o ketobas-ase-ta otoko
Takashi SUBJ hit, Reiko SUBJ Satoru OBJ kick CAUS man
'the man who Takashi hit and who Reiko caused to kick Satoru.'

Within a classical transformational framework, the causative could be
analyzed as a raising or equi construction, but at the moment of wh-
movement, the information about the 'deep structure' subjecthood of the
noun phrase would be unavailable. It would thus be expected to behave
only as an object. With trace theory and other enrichments of phrase
structure approaches, one can imagine stating the right conditions on the
long distance dependency. Again, however, there is no convergence of
surface structure configuration and the configuration that must be pos-
tulated to account for these cases.

6 Conclusion
LFG proposes a distinction between functionally conditioned and c-
structure dependent phenomena. We have argued that long-distance wh-
constructions are in fact functionally conditioned, contrary to what was
previously assumed, and hence should be accounted for In the f-structure.
The Icelandic facts show that c-structure dominance relations are not al-
ways relevant, the English facts show that node labels alone do not allow
the proper distinctions to be made, and the Japanese causative illustrates
a case in which multi-dominance is necessary. In short, the primitives
of phrase-structure representation are much less adequate than those of
functional structure.

Of course phrase-structure accounts of these phenomena are possible if
several (successive) tree structures are admitted to encode different types
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of information and if traces and/or reconstruction are introduced to give
the effect of multi-dominance. It is clear, though, that these accounts
are not more economical than the LFG approach: besides the succession
of tree structures and abstract traces, further principles must be defined
to govern the mapping from one tree representation to another (such as
the pruning convention proposed in Thrainsson (1986) and distinctions
between casemarked and non-casemarked positions as in Stowell (1981)).
We are not suggesting that such representations and principles are in-
capable of yielding the right empirical results. But for the claim that
functional generalizations can be stated in terms of structural primitives
to be interesting, it has to be shown that the postulated phrase structures
are independently motivated. As the Icelandic case illustrates, there are
clear cases where they are not. Given this lack of convergence, we conclude
that phrase-structure accounts obscure the basically functional nature of
long-distance dependencies. In part this is because they do not formally
distinguish them from purely distributional generalizations such as those
concerning the ordering of adverbs in Icelandic.
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Modeling Syntactic Constraints on
Anaphoric Binding
MARY DALRYMPLE, JOHN T. MAXWELL III, AND ANNIE
ZAENEN

Abstract. Syntactic constraints on antecedent-anaphor relations can be
stated within the theory of Lexical Functional Grammar (henceforth
LFG) through the use of functional uncertainty (Kaplan and Maxwell
1988; Halvorsen and Kaplan 1988; Kaplan and Zaenen 1989). In the fol-
lowing, we summarize the general characteristics of syntactic constraints
on anaphoric binding. Next, we describe a variation of functional uncer-
tainty called inside-out functional uncertainty and show how it can be
used to model anaphoric binding. Finally, we discuss some binding con-
straints claimed to hold in natural language to exemplify the mechanism.
We limit our attention throughout to coreference possibilities between
definite antecedents and anaphoric elements and ignore interactions with
quantifiers. We also limit our discussion to intrasentential relations.

1 General characteristics of syntactic constraints on
anaphoric binding
The relation between an anaphor and its antecedent is semantic in nature.
In the simple cases that we limit our attention to here, the two are corefer-
ent.1 This semantic relation is subject to syntactic constraints, however,
and it is the statement of these constraints that we focus on. In the LFG

This paper originally appeared in Proceedings of COLING-90, vol. 2 (Helsinki, 1990),
72-76.

1This is of course not always the case. Reciprocals and binding by quantified NP's
are two well-known cases in which the semantic relation is more complicated.
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approach to these constraints proposed in Bresnan et al. (1985),2 binding
conditions are stated as conditions on f-structure configurations rather
than conditions on c-structures. Two kinds of syntactic factors are shown
to influence anaphoric binding possibilities: the grammatical function of
the potential antecedent (in particular whether or not it is a subject)
and the characteristics of the syntactic domain in which the potential an-
tecedent and the anaphor are found (for example, whether that domain
is tensed or whether it has a subject). In Bresnan et al. (1985), anaphors
are consequently annotated for both domain and antecedent constraints.
Some constraints are stated in positive terms: the antecedent must be
found within a particular domain or have a particular function. In other
cases the constraints are negative: the antecedent and the anaphor can-
not both be part of a particular domain, or the antecedent cannot bear
a particular grammatical function. Under such negative conditions, the
anaphor is disjoint in reference from its antecedent.

2 Modeling binding constraints with functional
uncertainty

In some cases, f-structure relations are not characterizable as a finite dis-
junction over paths: for example, dependencies between 'fillers' and 'gaps'
in relative clauses and wh-questions. Functional uncertainty was devel-
oped for the analysis of such dependencies. Kaplan and Maxwell (1988)
and Kaplan and Zaenen (1989) develop a formal specification of relations
involving disjunction over paths by allowing the argument position of
functional equations to denote a set of strings. Suppose a is a (possibly
infinite) set of symbol strings; then

(1) (/ a) = v holds if and only if
a. / = v and e e a, or
b. ((/ s) Suff(s, a)) = v for some symbol s, where Suff(s, a) is

the set of suffix strings y such that sy 6 a.

An equation with a string-set argument holds if and only if it holds for
some string in that set. This land of equation is trivially unsatisfiable if
a denotes the empty set. If a is a finite set, this formula is equivalent to
a finite disjunction of equations over the strings in a. Passing from finite
disjunction to existential quantification enables us to capture the intuition
of unbounded uncertainty as an underspecification of exactly which choice
of strings in a will be compatible with the functional information carried
by the surrounding surface environment.

2For a summary of the views in Bresnan et al. (1985), see Sells (1985).
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Kaplan and Zaenen (1989) require that a be drawn from the class
of regular languages. The characterization of uncertainty in a particular
grammatical equation can then be stated as a regular expression over
the vocabulary of grammatical function names. Functional uncertainty
can also be used in the case of negative constraining equations. In that
situation, the requirement is that there be no path picked out by the
regular expression that makes the equation true. That is, the negation of
an expression involving functional uncertainty has the effect of negating
an existentially quantified expression.

Kaplan and Zaenen (1989) consider only expressions of the form

(/a)
where a is a regular expression. In expressions such as these, a repre-
sents a path through the f-structure /. We refer to paths of this type as
Pathln, and to functional uncertainty of this type as outside-in functional
uncertainty.

In Halvorsen and Kaplan (1988), expressions of the form

(«/)
are introduced. We will refer to the path in expressions of this form
as PathOut, and to functional uncertainty of this type as inside-out
functional uncertainty. Expressions involving inside-out functional uncer-
tainty are interpreted as denoting f-structures from which / is reachable
over some path in a.

More formally:
(2) (a/) = g € {h \ 3s € a((hs) =c /]}

(a/) denotes some f-structure g through which there is a path in the set
of strings a leading to /. The equation =c is a constraining equation
checking for the existence of such an f-structure.

Similarly, relations between anaphors and their antecedents are not
always characterizable as a finite disjunction of paths within f-structures;
for this reason, the use of functional uncertainty in characterizing the
anaphor-antecedent relation seems appropriate. In our view, modeling
anaphoric binding constraints consists of specifying a set of f-structure
paths relating anaphors with elements that are either possible or disal-
lowed antecedents. We use inside-out functional uncertainty to charac-
terize the relation between an anaphor and these elements.

To illustrate, the antecedent of the Norwegian anaphor seg must be
a subject outside of the minimal complete clause nucleus3 in which seg
3 A clause nucleus is formed by any predicate (regardless of its syntactic category)

and its dependents. A complete clause nucleus is a clause nucleus with a subject
dependent.
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appears; this antecedent can be at an indefinite distance away from the
anaphor, as long as no nucleus other than the highest one in the domain
contains a tense marker (Hellan 1988; p. 73):

(3) Jon bad oss fors0ke a fa deg til a snakke pent om seg
Jon$ asked us to try to get you to talk nicely about him*

Under an LFG analysis, the path between the antecedent and the
anaphor in (3) contains three XCOMPS, as diagrammed in (4):

(4) I
"SUBJ 6:[ ]

~SUBJ 7:[ ]1:
XCOMP 2:

XCOMP 3:
XCOMP 4:

OBJ 9:[(anaphor)]

Assume that fx denotes the f-structure for seg, the structure labeled 9 in
example (4). The set of nested f-structures containing 9 is characterized
by the regular expression

(5) (XCOMP* OBJ f>t)

In example (4), this set consists of the structures labeled 1, 2, 3, and 4.
The expression in (6) designates the subjects of these four f-structures,
those labeled 5, 6, 7 and 8:

(6) ((XCOMP* OBJ t.4) SUBJ)

F-structures 5, 6, and 7 are the f-structures of the possible antecedents
of seg: the subjects outside of the minimal clause nucleus in which seg
appears. F-structure 8 is not a possible antecedent for seg, since it appears
in the same minimal clause nucleus as seg; f-structure 8 will be excluded
from the set of possible antecedents for seg by a negative constraint.

More schematically, the set of possible antecedents of an anaphoric
phrase can be characterized by an expression of the form in (7):

(7) ((PathOut |A) Pathln)

(PathOut |A) picks out the set off-structures which contain the anaphor
and within which the antecedent must be located. Pathln character-
izes the functional role of the antecedent. It is a general constraint on
antecedent-anaphor relations that the antecedent must f-command 4 the
anaphor; for this reason, the Pathln is always of length one. The Pathln,

4Bresnan (1982) defines f-command as follows: for any functions GFl, GF2 in an f-
structure, GFl f-commands GF2 iff GFl does not contain GF2 and every f-structure that
contains GFl contains GF2.
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then, consists of (and constrains) the grammatical function borne by the
antecedent.

Conditions on the binding domain are formalizable as conditions on
the PathOut, since the PathOut characterizes the domain in which both
the anaphor and its antecedent are found. We will look in detail at one
such constraint; before doing so, however, we make a simplifying assump-
tion about the semantics of the anaphor-antecedent relation.

In the simple cases we are considering here, the relation is repre-
sented as identity between the semantic content of the anaphor and its
antecedent. Elaboration of this representation would require us to intro-
duce the LFG mechanism of projections (Halvorsen and Kaplan 1988),
which is beyond the scope of this paper.

Here we will use the notation in (8):

(8) cr((PathOut tO Pathln) = a\A

to indicate that the semantics of the anaphor, a ti, is to be identified
with the semantics of its antecedent. The a stands for the mapping (not
further specified) between the syntax and the semantics.

To prevent the anaphoric element from being contained in its an-
tecedent, we formulate the constraint in (9), where ^ANT stands for the
f-structure of the antecedent:

(9) -" [(tlJVT GF+) = tt]

The effect of this constraint is very similar to the i-within-i condition in
Government-Binding Theory (Chomsky 1981). It has been argued that
this constraint should be relaxed (see e.g. Hellan 1988) but the correct
analysis of putative counterexamples is not clear. We will assume here
that the constraint can be maintained. We now describe how to model
a domain constraint that holds of some anaphors: some anaphors must
be bound within the minimal complete nucleus, the minimal nucleus con-
taining a subject.

Let FI designate an f-structure containing the anaphor. We can char-
acterize FI in the following way:

(10) Fi = (GF+tl)
where GF denotes the set of grammatical function labels.

For FI to be a valid binding domain for anaphors subject to this con-
straint, it must not contain any smaller f-structure that properly contains
the anaphor and a subject. That is, FX must be the smallest complete
nucleus. We will define DPF ('domain path f-structure') as any of the
f-structures that contain the anaphor and are properly contained in FI :

(11) (DPF! GF+) =c tt
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DPFi = c (Fi GF+)

It is these intermediate f-structures that must not contain a subject:

(12) ->(DPFi SUBJ)

The constraint that an anaphor must be bound within the minimal com-
plete nucleus can, then, be stated as follows:

(13) a. <r(Fi GF) = a^A

b. ->(DPFI SUBJ)

These two equations ensure identity between the semantic content of the
anaphor and its antecedent, where the antecedent is the value of some
GF of an f-structure FI that contains the anaphor. There may not be a
f-structure DPFi that is properly contained in FI and which has a subject.

3 Examples of anaphoric binding
We now illustrate the use of these binding constraints with some of the
conditions that have been proposed for English, Marathi, and Scandina-
vian pronouns and reflexives.5 The English reflexive pronoun was de-
scribed in Bresnan et al. (1985) as having to be bound in the minimal
complete nucleus, as illustrated by the following contrast:

(14) a. Hej told us about himselfj.
b. We told hinij about himselfj.
c. *Hej asked us to tell Mary about himself*.

As discussed in Section 2, this pattern of grammaticality judgments can
be modeled by the constraints given in (10) through (13).

The antecedent of the Marathi reflexive swataah must be a subject,
but may be at an indefinite distance from the anaphor, so long as the
antecedent and the anaphor appear in the same minimal tensed domain.
This requirement can be translated into the following path specification.

(15) a. <j(Fi SUBJ) = O-\A
b. ->(DPFi TENSE) = +

where FI and DPFj are as defined above

According to these equations, the antecedent of the anaphor must be
contained in an f-structure FI; further, there must not be an f-structure
DPFi properly contained in FI that has a TENSE attribute with value +.

A more interesting case arises when a binding relation is subject to
both a negative and a positive constraint. An example is the Swedish
anaphor honom sjalv. Its antecedent must appear in its minimal complete

5Data are from Bresnan et al. (1985), Hellan (1988), and Dalrymple (1990).
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clause nucleus, but it must be disjoint from subjects. This anaphor occurs
felicitously within the following sentence:

(16) Martin bad oss beratta for honom om honom sjalv
Martin^ asked us to talk to him* about himself*

Conditions on honom sjalv do not prohibit Martin and honom sjdlv from
being interpreted as coreferent, though Martin bears the grammatical
function SUBJ. This is because Martin appears outside the binding domain
of honom sjalv and is thus not considered when either positive or negative
binding constraints are applied.

In our framework, two constraints are required for honom sjalv. One,
(17a), states the positive constraint: the domain in which the antecedent
of honom sjalv must be found. The other, (17b), states the negative
constraint: honom sjalv must be disjoint from the subject in that domain.

(17) a. [Fj = (GF+fA) A
<J(F! GF) = atA A
-I(DPFI SUBJ)]

b. - [F2 = (GF+ tO A
a(F2 SUBJ) = <rti A
-i(DPF2 SUBJ)]

The negative constraint rules out coreference only between the anaphor
and the subject of the minimal complete clause nucleus; it does not pre-
vent coreference between the anaphor honom sjalv and a subject Martin
outside the binding domain. In general, negative binding constraints do
not hold in a larger domain than is specified by the positive equation.

For the Norwegian anaphoric form hans, the only specifications are
negative (Hellan 1988, Bresnan et al. 1985); it must be disjoint from the
immediately higher subject. We can encode this requirement as:

(18) - [F! = (GF+ tO A
a(Fi SUBJ) = <rt4 A
-i(DPFi SUBJ)]

This is the same negative requirement as was illustrated above, in exam-
ple (17). As no positive requirement is given, no antecedent relation is
imposed. It is assumed that another module, presumably the discourse
component, will supply a referent for the pronoun.

4 Conclusion
We have sketched a way to use inside-out functional uncertainty to con-
strain the relation between an anaphor and an antecedent. A formal
theory of anaphoric binding will involve a specification of a universal in-
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ventory of anaphoric binding possibilities and possible dependencies be-
tween them. A general discussion of such a theory is beyond the scope of
this paper, but we conclude by indicating how our approach captures a
few of the cross-linguistic properties of anaphoric binding.

If the domain and antecedent binding requirements for an anaphor are
both positive or both negative, the requirements must be satisfied by the
same element. This is enforced by requiring that only one positive and
one negative equation can be associated with each anaphor.

Additionally, only elements that are superior to the element should
be considered in applying the constraints. GFl is superior to GF2 if:

1. GFl asymmetrically f-commands GF2, or
2. GFl and GF2 f-command each other, and GFl is higher on the

following hierarchy of grammatical functions:

SUBJ> OBJ> OBJ2 > OBL> ADJ

As noted above, the f-command requirement is enforced by the require-
ment that the PathOut be non-null and the Pathln be of length one. The
modelling of the functional hierarchy within our framework is, however,
a task that remains to be done.

A final observation is that inside-out functional uncertainty can in-
teract with outside-in functional uncertainty as used in the analysis of
dependencies between 'fillers' and 'gaps', as in the following:

(19) a. *Billi said that Sue likes himself;,
b. Himself^, Billj said that Sue likes.

Preliminary research indicates that no special machinery is needed to
model the right interactions in these cases.
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An Algorithm for Functional
Uncertainty
RONALD M. KAPLAN AND JOHN T. MAXWELL III

Abstract. The formal device of functional uncertainty has been intro-
duced into linguistic theory as a means of characterizing long-distance
dependencies alternative to conventional phrase-structure-based approa-
ches. In this paper we briefly outline the uncertainty concept, and then
present an algorithm for determining the satisfiability of acyclic grammat-
ical descriptions containing uncertainty expressions and for synthesizing
the grammatically relevant solutions to those descriptions.

1 Long-Distance Dependencies and Functional
Uncertainty

In most linguistic theories long-distance dependencies such as axe found in
topicalization and relative clause constructions are characterized in terms
of categories and configurations of phrase structure nodes. Kaplan and
Zaenen (1989) have compared this kind of analysis with one based on the
functional organization of sentences, and suggest that the relevant gen-
eralizations are instead best stated in functional or predicate-argument
terms. They defined and investigated a new formal device called "func-
tional uncertainty" that permits a functional statement of constraints
on unbounded dependencies. In this paper, after reviewing their formal
specification of functional uncertainty, we present an algorithm for de-
termining the satisfiability of grammatical descriptions that incorporate
uncertainty specifications and for synthesizing the smallest solutions to
such descriptions.

This paper originally appeared in Proceedings of COLING-88, vol. 1 (Budapest, 1988),
297-302.
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Kaplan and Zaenen (1989) started from an idea that Kaplan and
Bresnan (1982) briefly considered but quickly rejected on mathematical
and (Kaplan and Zaenen suggest, mistaken) linguistic grounds. They
observed that each of the possible underlying positions of an initial
phrase could be specified in a simple equation locally associated with
that phrase. In the topicalized sentence Mary John telephoned yester-
day, the equation (in LFG notation) (t TOPIC) = (f OBJ) specifies that
Mary is to be interpreted as the object of the predicate telephoned. In
Mary John claimed that Bill telephoned yesterday, the appropriate equa-
tion is (t TOPIC) = (t COMP OBJ), indicating that Mary is still the object
of telephoned, which because of subsequent words in the string is itself
the complement (indicated by the function name COMP) of the top-level
predicate claim. The sentence can obviously be extended by introduc-
ing additional complement predicates (Mary John claimed that Bill said
that ... that Henry telephoned yesterday), for each of which some equa-
tion of the general form (f TOPIC) = (t COMP COMP ... OBJ) would be
appropriate. The problem, of course, is that this is an infinite family
of equations, and hence impossible to enumerate in a finite disjunction
appearing on a particular rule of grammar. For this technical reason,
Kaplan and Bresnan (1982) abandoned the possibility of specifying un-
bounded uncertainty directly in functional terms.

Kaplan and Zaenen (1989) reconsidered the general strategy that
Kaplan and Bresnan (1982) began to explore. Instead of formulating
uncertainty by an explicit disjunctive enumeration, however, they pro-
vided a formal specification, repeated here, that characterizes the family
of equations as a whole. A characterization of a family of equations may
be finitely represented in a grammar even though the family itself has an
infinite number of members. They developed this notion from the ele-
mentary descriptive device in LFG, the functional-application expression.
Using square-brackets to denote the interpretation of an expression in a
model F, this has the following interpretation:

F |= (/ s) = v iff [/] is an f-structure, [s] is a symbol, and
H = I/KM) (= [(/ «)])•

An f-structure is a hierarchical finite function from symbols to either sym-
bols, semantic forms, f-structures, or sets off-structures, and a parenthetic
expression thus denotes the value that a function takes for a particular
symbol. This notation is straightforwardly extended to allow for strings
of symbols, as illustrated in expressions such as (t COMP OBJ) above. If
x is a string sy composed of an initial symbol s followed by a (possibly
empty) suffix string y, then
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(1) (/ *) = ((/ s) y),
(/ e) = /, where e is the empty string.

The crucial extension to handle unbounded uncertainty is to allow the
argument position in these expressions to denote a set of strings. Suppose
a is a (possibly infinite) set of symbol strings. Then, following Kaplan
and Zaenen (1989), we say that

F (= (/ a) = v iff (i) F \= f = v and e € a, or
(ii) F \= ((f s) Suff(s,a)) = t>, for some symbol s,

where Suff(s, a) is the set of suffix strings y
such that sy G. a.

Thus, an equation with a string-set argument is satisfied if it would be
satisfied for a string in the set that results from a sequence of left-to-right
symbol choices. This kind of equation is trivially unsatisfiable if a is the
empty set. If a is a finite set, this formulation is equivalent to a finite
disjunction of equations over the strings in a. Passing from finite disjunc-
tion to existential quantification enables us to capture the intuition that
unbounded uncertainty is an underspecification of exactly which choice
of strings in a will be compatible with the functional information carried
by the surrounding surface environment.

Kaplan and Zaenen (1989) of course imposed the further require-
ment that the membership of a be characterized in finite specifications.
Specifically, for linguistic, mathematical, and computational reasons they
required that a in fact be drawn from the class of regular languages.
The characterization of uncertainty in a particular grammatical equa-
tion can then be stated as a regular expression over the vocabulary
of grammatical function names. The infinite uncertainty for the top-
icalization example above, for example, can be specified by the equa-
tion (t TOPIC) = (t COMP* OBJ), involving the Kleene closure opera-
tor. A specification for a broader class of topicalization sentences might
be (t TOPIC) = (t COMP* GF), where GF stands for the set of primi-
tive grammatical functions {SUBJ, OBJ, OBJ2, XCOMP,...}. Various restric-
tions on the domain over which these dependencies can operate—the
equivalent of the so-called island constraints—can be easily formulated
by constraining the uncertainty language in different ways. For exam-
ple, the restriction for English and Icelandic that adjunct clauses are
islands (Kaplan and Zaenen 1989) might be expressed with the equa-
tion (t TOPIC) = (t (GF - ADJ)* GF). One noteworthy consequence of
this functional approach is that appropriate predicate-argument relations
can be defined without relying on empty nodes or traces in constituent
structure.
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In the present paper we study the mathematical and computational
properties of regular uncertainty. Specifically, we show that two impor-
tant problems are decidable and present algorithms for computing their
solutions. In LFG the f-structures assigned to a string are character-
ized by a functional description ('f-description'), a Boolean combination
of equalities and set-membership assertions that acceptable f-structures
must satisfy. We show first that the verification problem is decidable for
any functional description that contains regular uncertainties. We then
prove that the satisfiability problem is decidable for a linguistically in-
teresting subset of descriptions, namely, those that characterize acyclic
structures.

2 Verification
The verification problem is the problem of determining whether or not
a given model F satisfies a particular functional description for some
assignment to the variables in the description. This question is important
in lexical-functional theory because the proper evaluation of LFG's non-
defining constraint equations (involving negation or '=c') depends on it. It
is easy to show that the verification problem for an f-description including
an uncertainty such as ( f a ) = v is decidable if [/] is a noncyclic f-
structure. If [/] is noncyclic, it contains only a finite number of function-
application sequences and thus only a finite number of strings that might
satisfy the uncertainty equation. The membership problem for the regular
sets is decidable and each of those strings can therefore be tested to see
whether it belongs to the uncertainty language, and if so, whether the
uncertainty equation holds when the uncertainty is instantiated to that
string. Alternatively, the set of application strings can be treated as
a (finite) regular language that can be intersected with the uncertainty
language to determine the set of strings (if any) for which the equation
must be evaluated.

This alternative approach easily generalizes to the more complex situa-
tion in which the given f-structure contains cycles of applications. A cyclic
[/] contains at least one element [g] that satisfies an equation of the form
(9 y) — 9 f°r some nonempty string y. It thus involves an infinite number
of function-application sequences and hence an infinite number of strings
any of which might satisfy an uncertainty. But a finite state machine can
easily be constructed that accepts exactly the strings of attributes in these
application sequences: the states of this machine correspond to [/] and
all its values and the transitions correspond to the attribute-value pairs
of [/] and the f-structures it includes. These strings thus form a regular
language whose intersection with the uncertainty language is a regular
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set / containing all the strings for which the equation must be evaluated.
If / is empty, the uncertainty is unsatisfiable. Otherwise, the set may
be infinite, but if F satisfies the uncertainty equation for any string at
all, we can show the equation will be satisfied when the uncertainty is
instantiated to one of a finite number of short strings in 7. Let n be the
number of states in a minimum-state deterministic finite-state acceptor
for / and suppose that the uncertainty equation holds for a string w in I
whose length \w\ is greater than n. From the pumping lemma for regular
sets we know there are strings x, y, and z such that w = xyz, \y\ > 1,
and for all m > 0 the string xymz is in /. But these latter strings can
be application-sequences in [/] only if y picks out a cyclic path, so that
F [= ((/ x) y) = (f x). Thus we have

F f= (fw) = v iff
F f= (/ xyz) = viS

F \= (((/ *) y ) z ) = v iff
F |= ((/ x) z) = w iff
F\=(fxz) = v

with xz shorter than w but still in / and hence in the uncertainty language
a. If \xz\ is greater then n, this argument can be reapplied to find yet a
shorter string that satisfies the uncertainty. Since w was a finite string to
begin with, this process will eventually terminate with a satisfying string
whose length is less than or equal to n. We can therefore determine
whether or not the uncertainty holds by examining only a finite number
of strings, namely, the strings in / whose length is bounded by n.

This argument can be translated to an efficient, practical solution to
the verification problem by interleaving the intersection and testing steps.
We enumerate common paths from the start state of a minimum-state
acceptor for a and from the f-structure denoted by finF. In this traversal
we keep track of the pairs of states and subsidiary f-structures we have
encountered and avoid retraversing paths from a state/f-structure pair we
have already visited. We then test the uncertainty condition against the
f-structure values we reach along with final states in the a acceptor.

3 Satisfiability
It is more difficult to show that the satisfiability problem is decidable.
Given a functional description, can it be determined that a structure
satisfying all its conditions does in fact exist? For trivial descriptions
consisting of a single uncertainty equation, the question is easy to answer.
If the equation has an empty uncertainty language, containing no strings
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whatsoever, the description is unsatisfiable. Otherwise, it is satisfied by
the model whose f-structure meets the requirements of any string freely
chosen from the language, for instance, one of the shortest ones. For
example, the description containing only (/ TOPIC) = (/ COMP* GF) is
obviously satisfiable because (/ TOPIC) = (/ SUBJ) clearly has a model.

There is a large class of nontrivial descriptions where satisfiability is
easy to determine for essentially the same reason. If we know that the
satisfiability of the description is the same no matter which strings we
choose from the (nonempty) uncertainty languages, we can instantiate
the uncertainties with freely chosen strings and evaluate the resulting de-
scription with any of the well-known satisfiability procedures that work on
descriptions without uncertainties (for example, ordinary attribute-value
unification). The important point is that for descriptions in this class
we only need to look at a single string from each uncertainty language,
not all the strings it contains, to determine the satisfiability of the whole
system. Particular models that satisfy the description will depend on the
strings that instantiate the uncertainties, of course, but whether or not
such models exist is independent of the strings we choose.

Not all descriptions have this desirable free-choice characteristic. If the
description includes a conjunction of an uncertainty equation with another
equation that defines a property of the same variable, the description may
be satisfiable for some instantiations of the uncertainty but not for others.

Suppose that the equation (/ TOPIC) = (/ COMP* GF) is conjoined
with the equations (/ COMP SUBJ NUM) = SG and (/ TOPIC NUM) = PL.
This description is satisfiable on the string COMP COMP SUBJ but not on
the shorter string COMP SUBJ because of the SG/PL inconsistency that
arises. More generally, if two equations (/ a) = va and (/ 0) = vp are
conjoined in a description and there are strings in a that share a common
prefix with strings in 0, then the description as a whole may be satisfiable
for some strings but not for others. The choice of x from a and xy from
/?, for example, implies a further constraint on the values va and vp:
(f x) = va and (/ xy) = ((/ a;) y) = vp can hold only if (va y) = vp, and
this may or may not be consistent with other equations for va.

In what follows, we give an algorithm that converts an arbitrary de-
scription with acyclic models into an equi-satisfiable one that has the
free-choice characteristic. We thus show that the satisfiability of all such
descriptions is decidable.

We can formulate more precisely the conditions under which the un-
certainties hi a description may be freely instantiated without affecting
satisfiability. For simplicity, in the analysis below we consider a particular
string of one or more symbols in a non-uncertain application expression
to be the trivial uncertainty language containing just that string. Also,
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although our satisfiability procedure is actually implemented within the
general framework of a directed graph unification algorithm (the congru-
ence closure method outlined by Kaplan and Bresnan (1982)), we present
it here as a formula rewriting system in the style of Johnson (1987). This
enables us to abstract away from specific details of data and control struc-
ture which are irrelevant to the general line of argument. We begin with
a few definitions.

(2) DEFINITION. We say that a description is in canonical form if
and only if

(i) it is in disjunctive normal form,
(ii) application expressions appear only as the left-sides of equa-

tions,
(iii) none of its uncertainty languages is the empty string e, and
(iv) for any equation / = g between two distinct variables, one

of the variables appears in no other conjoined equation.

(3) LEMMA. There is an algorithm for converting any description to
a logically equivalent canonical form.

PROOF. First, every statement containing an application expres-
sion (g £}) not to the left of an equality is replaced by the conjunc-
tion of an equation (g 0) = ft, for h a new variable, with the state-
ment formed by substituting h for (g ft) in the original statement.
This step is iterated until no offending application expressions re-
main. The equation (/ a) = (g 0), for example, is replaced by
the conjunction of equations (/ a) = h A (g ft) = h, and the
membership statement (g ft) 6 / becomes ft e / A (g ft) = ft.
Next, every equation of the form (/ e) = v is replaced by the
equation / = v in accordance with the identity in (1) above.
The description is then transformed to disjunctive normal form.
Finally, for every equation of the form / = g between two dis-
tinct variables both of which appear in other conjoined equations,
all occurrences of g in those other equations are replaced by /.
Each of these transformations preserves logical equivalence and
the algorithm terminates after introducing only a finite number
of new equations and variables and performing a finite number of
substitutions. n

Now let S be the alphabet of attributes in a description and define
the set of first attributes in a language a as follows:

(4) DEFINITION.
First(a) = {s € S | sz 6 a for some string z € £*}
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(5) DEFINITION. We say that

(i) two application expressions (/ a) and (g /?) are free if and
only if

(a) / and g are distinct, or
(b) First(a) D First(0) = 0 and f. is in neither a nor 0,

(ii) two equations are free if and only if their application expres-
sions are pairwise free,

(iii) a functional description is free if and only if it is in canonical
form and all its conjoined equations are pairwise free.

If all the attribute strings on the same variable in a canonical description
differ on their first element, there can be no shared prefixes. The free
descriptions are thus exactly those whose satisfiability is not affected by
different uncertainty instantiations.

3.1 Removing Interactions
We attack the satisfiability problem by providing a procedure for trans-
forming a functional description D to a logically equivalent but free de-
scription D' any of whose instantiations can be tested for satisfiability by
traditional algorithms. We show that this procedure terminates for the
descriptions that usually appear in linguistic grammars, namely, the de-
scriptions whose minimal models are all acyclic. Although the procedure
can detect that a description may have a cyclic minimal model, we cannot
yet show that the procedure will always terminate with a correct answer
if a cyclic specification interacts with an infinite uncertainty language.

The key ingredient of this procedure is a transformation that converts
a conjunction of two equations that are not free into an equivalent finite
disjunction of conjoined equations that are pairwise free. Consider the
conjoined equations (/ a) = va and (/ /?) = v@ for some value expres-
sions va and v0, where (/ a) and (/ /?) are not free. Strings x and y
arbitrarily chosen from a and 0, respectively, might be related in any of
three significant ways: Either

(a) a; is a prefix of y (y is xy1 for some string y'),
(b) y is a prefix of x (x is yx'), or
(c) x and y are identical up to some point and then diverge (a; is zsxx'

and y is zsvy' with symbol sx distinct from sy).

Note that the possibility that x and y are identical strings is covered by
both (a) and (b) with either y' or x' being empty, and that noninteracting
strings fall into case (c) with z being empty. In each of these cases there
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is a logically equivalent reformulation involving either distinct variables
or strings that share no first symbols:

(6) a. i is a prefix of y:
(f x) = va/\ (f xy1) = vp iff
(/ x) = va A (/ x) y') = v0 iff
(/ x) = va A (va y') = vp (by substituting va for (/ z)),

b. y is a prefix of x:
(f V) = up A (/ yx') = va iff
(f y) = v0h(vp x') =va,

c. x and y have a (possibly empty) common prefix and then
diverge:
(/ zsxx') = va/\(f zsyy') = v0 iff
(/ z) = g A (g sxx') = va A (g syy') = v0

for g a new variable and symbols sx ^ sy.

All ways in which the chosen strings can interact are covered by the
disjunction of these reformulations. We observe that if these specific at-
tribute strings are considered as trivial uncertainties and if va and v@ are
distinct from /, the resulting equations in each case are pairwise free.

In this analysis we transfer the dependencies among chosen strings
into different branches of a disjunction. Although we have reasoned so far
only about specific strings, an analogous line of argument can be provided
for families of strings in infinite uncertainty languages. The strings in
these languages fall into a finite set of classes to which a similar case
analysis applies. Let (Qa, S, Sa, qa, Fa) be the states, alphabet, transition
function, start state and final states of a finite state machine that accepts
a and let (<2/3, £,<$/?, 9/3, .F/?) be an acceptor for 0. For convenience and
without loss of generality, we restrict ourselves to finite state acceptors
that are deterministic.

(7) DEFINITION. Let d* be the usual extension of 6 to strings in S*
and define
(i) Pre(a,q) = {x \ S^(qa,x) = q} (the prefix strings that lead

from the start state to state q),
(ii) Suf(a,q) ~ {x \ ££(g,x) € Fa} (the suffix strings that lead

from state q to a final state).

Note that Pre(a,q) and Suf(a,q) are regular sets for all q hi Qa (since
finite state acceptors for them can easily be constructed from the acceptor
for a). Further, every string in a belongs to the concatenation of Pre(a, q)
and Suf(a, q) for some state q in Qa. The prefixes of all strings in a thus
belong to a finite number of languages Pre(a, q), and every prefix that
is shared between a string in a and a string in 0 also belongs to a finite
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number of classes formed by intersecting two regular sets of this type. The
common prefix languages fill the role of the prefix strings in the three-way
analysis above. All interactions of the strings in a and 0 that lead through
states q and r, respectively, are covered by the following possibilities:

(8) a. strings from a are prefixes of strings from ft:
( / an Pn(p,r)) = va A (w« 5«/(/?,r)) = vp,

b. strings from ft are prefixes of strings from a:
(f ft n Pre(a, q)) = vp/\ (up Suf(a, q)) = va,

c. strings have a common prefix and then diverge on some sa

and sp in S:

(9)

[ (gq,r saSuf(a,6a(q,sa))) = va AJ
(gq,r spSuf(P, 8p(r, sp))) = v0 J '

where the gq,r is a new variable and sa ^ sp.

DEFINITION. Taking the disjunction of these cases over the cross-
product of states in Qa and Qp and pairs of distinct symbols in
S, we define the following operator:
F r e e ( ( f a ) = v a , ( f / 3 ) = vp) =

[(/an Pre(P, r))=va/\ (va Suf(/3, r)) = v0]

V [(/ ft n Pre(a, q)) = vp A (v0 Suf(a, q)) = va]

V (gq,r saSuf(a,da(q,sa))) - va

(g«,r

(i)

(ii)
(iii)

This operator is the central component of our satisfiability procedure. We
show that Free preserves satisfiability by showing:

(10) LEMMA. Free((f a) = va, (f ft) = vp) is logically equivalent to
the conjunction (/ a) = va A (/ ft) = vp.

PROOF. Any strings x and y that satisfy the uncertainties in
the conjunction must fall into one of the cases in (6). If y = xy'
applies (case 6a), we have (/ a;) = va A (va y') = vp. But x leads
to some state rx in Qp and therefore belongs to Pre(ft,rx) while
y1 belongs to Suf(/3, rx). Thus, x satisfies ( /an Pre(ft, rx)) - va

and y' satisfies (va Suf(ft,rx)) = vp, and (9i) is satisfied for one
of the rx disjunctions. A symmetric argument goes through if
case (6b) obtains.

Now suppose the strings diverge to sxx' and syy' for distinct
sx and sy after a common prefix z (case (6c)) and that z leads to
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q in Qa and r in Qp. Then z belongs to Pre(a, q) (~l Pre(0, r) and
satisfies the uncertainty (/ Pre(a, q) fl Pre(0,r)) = gq<r. Since x'
belongs to Suf(a,6a(q,sx)) and y' belongs to Suf(0,6p(r,sy)),
the gq>r equations in the sa,sp disjunction also hold. Thus, if
both original equations are satisfied, one of the disjunctions in
definition (9) will also be satisfied.

Conversely, if one of the disjunctions in definition (9) holds
for some particular strings, then we can find other strings that
satisfy both original equations. If (/ a fl Pre(0,r)) = va holds
for some string x in a leading to state r in /?'s acceptor and
(va Suf(0,r)) = vp holds for some string y' in Suf(0,r), then
(/ a) = va holds because x is in a and (/ 0) = vp holds because
((/ x) y'} = VP = (/ xv') and xy' is in 0. The arguments for the
other cases in definition (9) are similarly easy to construct.

Thus, logical equivalence is established by reasoning back
and forth between strings and languages and between strings and
their prefixes and suffixes. D

If the operands to Free are from a description in canonical form, then
the canonical form of the result is a free description—all its conjoined
equations are pairwise free. This is true whether or not the original equa-
tions were free, provided that the value expressions va and vp are distinct
from / (if either value was /, the original equations would have only cyclic
models, a point we will return to below).

(11) LEMMA. Free((f a) = va, (f 0) = vp) yields a free description if
(/ a) = va A (/ 0) = vp has acyclic models.

PROOF. In the first two cases in definition (9), the resulting
equations are free because they have distinct variables (if neither
va nor vp is /). In the third case, the / equation is free of
the other two because gq,r is a new variable, and the two gq,r
equations are free because the first symbols of their uncertainties
are distinct. D

In sum, the Free operator transforms a conjunction of two non-free equa-
tions into a logically equivalent formula whose canonical form is free.

The procedure for converting a description D to free form is now
straightforward. The procedure has four steps.

(12) a. Place D in canonical form.
b. If all conjoined equations in D are pairwise free, stop.

D is free.
c. Pick a conjunction C in D with a pair of non-free equations

(/ a) = va and (/ 0) = vp, and replace C in D with the
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canonical form of its other equations conjoined with

d. Go to step (a).

Thus, we can determine the satisfiability of any description D by con-
verting it to free form, instantiating the residual uncertainties with freely
chosen strings, and applying any familiar satisfiability procedure to the
instantiated description.

EXAMPLE. Consider the constraints

(/ (A|B)*) = va and (/ (A|B)*) = vff.

These constraints are not free because

First((A\B)*) n Krrt((A|B)*) ^ 0.

We can represent the languages of these constraints with finite state ma-
chines with a single state. Let q be the state of the first machine and r
the state of the second machine. Then

Pre((A|B)*,<?) = (A|B)*

and

Similarly for r. Prom (9i) we get:
(/ (A|B)* n Pre((A|B)*,r)) = va A (va S«/((A|B)*,r)) = V0

-> (f (A|B)* n (A|B)*) = va A (»« (A|B)*) = «„
-»• (/ (A|B)*) = va A (va (A|B)*) = v0.

Prom (9ii) we get:
. (/ (A|B)* n Pre((A|B)*,g)) = v0 A (vp 5«/((A|B)*,9)) = va

-»• (/ (A|B)* n (A|B)*) = v0 A (vp (A|B)*) = va

->(/(A|B)*) = w / 9A(t; / ,(A|B)*)=i;a .
Prom (9iii) with sa = B and s/j = A we get:

(/ Pre((A|B)*,g) n Phj((A|B)*,r)) = g
/\(gBSuf((A\B)*,6(q,B))) = va

-»• (/ (A|B)' n (A|B)*) = g A (g B (A|B)*) = va A (g A (A|B)*) = V0

-»• (/ (A|B)*) = 0 A (5 B (A|B)*) = va A (5 A (A|B)*) = vp.
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Finally, from (9iii) with sa = A and sp = B we get:

(/ Phs((A|B)*,«) n /Ye((A|B)*,r)) = g
A(</AStt/((A|B)*,%,A)))=<;0

/\(9BSuf((*\B)*,S(r,B))) = v0

-». (/ (A|B)* n (A|B)*) = g A (g A (A|B)*) = v<* A (0 B (A|B)*) = v0
-> (/ (A|B)*) = 3 A (5 A (A|B)«) = Ua A (g B (A|B)*) = tfc.

Thus the result is a four way disjunction of cases that are each free.

3.2 Termination
If D has only acyclic minimal models, the procedure in (12) will ter-
minate after a finite number of iterations. We argue that there are a
certain number of ways in which the equations in each conjunction in
Z)'s canonical form can interact. Initially, for a conjunction C of n equa-
tions, the maximal number of non-free pairs is n(n — l)/2, on the worst-
case assumption that every equation may potentially interact with every
other equation. Suppose step (12c) is applied to two interacting equa-
tions in C. The result will be a disjunction of conjunctions each of which
includes the remaining equations from C and new equations introduced
by one of the cases in definition (9). In cases (9i) and (9ii) the inter-
action is removed from the common variable of the two equations (/)
and transferred to a new variable (either va or vp). In case (9iii), the
interaction is actually removed from the system as a new variable is in-
troduced. Since new variables are introduced only when an interaction is
removed, the number of new variables is bounded. Thus each interaction
is processed only a bounded number of times before it is either removed
(9iii) or transferred to a variable that it was previously associated with
(9i,ii). However, it can only transfer to a previous variable if the descrip-
tion has cyclic minimal models. Suppose that / is reached again through
a series of (9i,ii) steps. Then there is a conjoined sequence of equations
(/ a) = va,(va ai) = vai)..,(van an+i) = /. But these can only be
satisfied if there is some string x in aai...on+i such that (/ x) = / and
this holds only of cyclic models. Since the number of variables introduced
is bounded by the original number of possible interactions, all actual in-
teractions in the system must eventually disappear either through the
application of (9iii) or by being transferred to a variable whose other
equations it does not interact with.

As we noted above, the satisfiability of a free description can be deter-
mined by arbitrarily instantiating the residual uncertainties to particular
strings and then applying any traditional satisfiability algorithm to the re-
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suit. Given the Free operator and the procedure in (12), the satisfiability
of any description with acyclic models is thus decidable.

(13) THEOREM. The satisfiability of acyclic descriptions containing
uncertainty expressions is decidable.

The possibility of nontermination with cyclic descriptions may or may
not be a problem in linguistic practice. Although the formal system makes
it easy to write descriptions of this sort, very few linguistic analyses have
made use of them. The only example we are aware of involves modifica-
tion structures (such as relative clauses) that both belong to the element
they modify (the head) and also contain that element internally as an
attribute value. But our procedure will in fact terminate in these sorts of
cases. The difficulty with cycles comes from their interaction with infinite
uncertainties. That is, the description may have cyclic models, but the
cyclic specifications will not always lead to repeating variable transfers
and nontermination. For example, if the cycle is required by an uncer-
tainty that interacts with no other infinite uncertainty, the procedure will
eventually terminate with a free description. This is what happens in the
modification case, because the cycle involves a grammatical function (say
RELCLAUSE or MOD) which belongs to no infinite uncertainty.

For cycles that are not of this type, there is a straightforward modifi-
cation to the procedure in (12) that at least enables them to be detected.
We maintain with each uncertainty a record of all the variables that it
or any of its ancestors have been associated with, and recognize a po-
tentially nonterminating cycle when a transfer to a variable already in
the set is attempted. If we terminate the procedure when this happens,
assuming in effect that all subsequent disjunctions are unsatisfiable, we
cannot be sure that all possible solutions will be accounted for and thus
cannot guarantee the completeness of our procedure in the cyclic case.
We can refine this strategy by recording and avoiding iteration over com-
binations of variables and uncertainty languages. We thus safely explore
more of the solution possibilities but perhaps still not all of them. It is an
open question whether or not there is a satisfiability procedure different
from the one we have presented that terminates correctly in all cases. On
the other hand, it is also not clear that potential solutions that might be
lost through early termination are linguistically significant. Perhaps they
should be excluded by definition, much as Kaplan and Bresnan (1982)
excluded c-structure derivations with nonbranching dominance chains be-
cause of their linguistically uninteresting redundancies.
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4 The Smallest Models
The satisfiability of a description in free form is independent of the choice
of strings from its uncertainty languages, but of course different string
choices result in different satisfying models for the description. An infi-
nite number of strings can be chosen from even a very simple functional
uncertainty such as (/ COMP* SUBJ) = v, and thus there are an infi-
nite number of distinct possible models. This is reminiscent of the infi-
nite number of models for descriptions with no uncertainties at all (just
(/ SUBJ) = v), but in this case the models are systematically related in
the natural subsumption ordering on the f-structure lattice. There is one
smallest structure; the others include the information it contains and thus
satisfy the description. But they also include arbitrary amounts of addi-
tional information that the description does not call for. This is discussed
by Kaplan and Bresnan (1982), where the subsumption-minimal structure
is defined to be the grammatically relevant one.

The models corresponding to the choice of different strings from an
infinite uncertainty are also systematically related to each other but on
a metric that is orthogonal to the subsumption ordering. Again appeal-
ing to the pumping lemma for regular sets, strings that are longer than
the number of states in an uncertainty's minimal-state finite-state ac-
ceptor include a substring that is accepted by some repeating sequence
of transitions. Replicating this substring arbitrarily still yields a string
in the uncertainty, so in a certain sense these replications contribute no
new grammatically interesting information. Since all the information is
essentially contained in the shorter string that has no occurrence of this
particular substring, we define this to be the grammatically relevant rep-
resentative for the whole class. Thus a description with uncertainties has
only a finite number of linguistically significant models, those that result
from the finite disjunctions that are introduced in converting the descrip-
tion to free form and from choosing among the finite number of short
strings in the residual uncertainties.

5 Performance Considerations
We have outlined a general, abstract procedure for solving uncertainty
descriptions, making the smallest number of assumptions about the details
of its operation. The efficiency of any implementation will depend in large
measure in just how details of data structure and explicit computational
control are fixed.

There are a number of obvious optimizations that can be made. First,
the cases in the Free operator are not mutually distinct: if identical strings
belong to the two uncertainty languages, those would fall into both cases
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(i) and (ii) and hence be processed twice with exactly equivalent results.
The solution to this redundancy is to restrict one of the cases (say (i))
so that it only handles proper prefixes, consigning the identical strings to
the other case. Second, when pairs of symbols are enumerated in the (iii)
case, there is obviously no point in even considering symbols that are in
the alphabet but are not First symbols of the suffix uncertainties. This
optimization is applied automatically if only the transitions leaving the
start states are enumerated and the finite state machines are represented
with partial transition functions pruned of transitions to failure states.

Third, a derivative uncertainty produced by the Free operator will
sometimes be empty. Since equations with empty uncertainties are un-
satisfiable by definition, this case should be detected and that disjunc-
tive branch immediately discarded. Fourth, the same derivative suffix
and prefix languages of a particular state may appear in pursuing dif-
ferent branches of the disjunction or processing different combinations of
equations. Some computational advantage may be gained by saving the
derivative finite state machines in a cache associated with the states they
are based on. Finally, successive iterations of the Free procedure may
lead to transparent inconsistencies (an assertion of equality between two
distinct symbols or equating a symbol to a variable that is also used as a
function). It is important to detect these inconsistencies when they first
appear and again discard the corresponding disjunctive branch. In fact,
if this is done systematically, iterated application of the Free operator
by itself simulates the effect of traditional unification algorithms, with
variables corresponding to f-structures or nodes of a directed graph.

There are also some less obvious but also quite important performance
considerations. What we have described is an equational rewriting system
that is quite different from the usual recursive unification algorithm that
operates on directed graph representations. Directed graph data struc-
tures index the information in the equations so that related structures
are quickly accessible through the recursive control structure. Since our
procedure does not depend for its correctness on the order in which inter-
acting equations are chosen for processing, it ought to be easy to embed
Free as a simple extension of a traditional algorithm. However, traditional
unification algorithms do not deal with disjunction gracefully. In particu-
lar, they typically do not expect new disjunctive branches to arise during
the course of a recursive invocation; this would require inserting a fork in
the recursive control structure or saving a complete copy of the current
computational context for each new disjunction. We avoid this awkward-
ness by postponing the processing of the functional uncertainty until all
simple unifications are complete. Before performing a simple unification
step, we remove from the data structures all uncertainties that need to be
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resolved and store them with a pointer to their containing structures on
a queue or agenda of pending unifications. Uncertainty processing can be
resumed at a later, more convenient time, after the simpler unifications
have been completed. (Indeed, if one of the simpler unifications fails, the
uncertainty may never be processed at all.) Waiting until simpler unifi-
cations are done means that no computational state has to be preserved;
only data structures have to be copied to insure the independence of the
various disjunctive paths.

We also note that as long as the machinery for postponing functional
uncertainty for some amount of time is needed, it is often advantageous
to postpone it even longer than is absolutely necessary. In particular,
we found that if uncertainties are postponed until predicates (semantic
form values for PRED attributes) are assigned to the f-structures they
belong to, the number of cases that must be explored is dramatically
reduced. This is because of the coherence condition that LFG imposes
on f-structures with predicates: an f-structure with a predicate can only
contain those governable functions that are explicitly mentioned by the
predicate. Any other governable functions are considered unacceptable.
Thus, if we wait until the predicate is identified, we need only consider
the small number of governable attributes that any particular predicate
allows, even though the initial attributes in an uncertainty may include
the entire set of governable functions (SUBJ, OBJ, and various kinds of
obliques and complements), and this may be quite large. The effect is to
make the processing of long-distance dependencies sensitive to the sub-
categorization frame of the predicate; we have observed enormous overall
performance improvements from applying this delay strategy. Note that
in a left-to-right parsing model, the processing load therefore increases
in relative clauses just after the predicate is seen, and this might have a
variety of interesting psycholinguistic implications.

Finally, we observe that there is a specialization of the Free operator
that applies when an uncertainty interacts with several non-uncertainty
equations (equations whose attribute expressions have singleton First
sets). Instead of separating one interaction from the uncertainty with
each application of Free, the uncertainty is divided in a single step into a
minimum number of disjunctive possibilities each of which interacts with
just one of the other equations. The disjunction contains one branch for
each symbol in the uncertainty's First set that is an initial attribute in
one of the other equations, plus a single branch for all of the residual
initial symbols:
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(/<*) = » iff (/ SlSuf(a,6(qa,Si))) = v V ... V
(f8nSvf(at6(qa,8n)))=vV

( /a-{«i>». «»}£*) = «•

The statement of the generic Free algorithm (definition 9) is simplified by
considering specific attributes as trivial regular languages, but this sug-
gests that complex finite state machinery would be required to process
them. This alternative works in the opposite direction: it reduces leading
terms in an uncertainty to simple attributes before pursuing their interac-
tions, so that efficient attribute matching routines of a normal unification
procedure can be applied. This alternative has a second computational
advantage. The generic algorithm unwinds the uncertainty one attribute
at a time, constructing a residual regular set at each step, which is then
processed against the other non-uncertain equations. The alternative pro-
cesses them all at once, avoiding the construction of these intermediate
residual languages. This is a very important optimization, since we found
it to be the most common case when we embedded uncertainty resolution
in our recursive unification algorithm.

Uncertainty specifications are a compact way of expressing a large
number of disjunctive possibilities that are uncovered one by one as our
procedure operates. It might seem that this is an extremely expensive
descriptive device, one which should be avoided in favor of apparently
simpler mechanisms. But the disjunctions that emerge from processing
uncertainties are real: they represent independent grammatical possibili-
ties that would require additional computational resources no matter how
they were expressed. In theories in which long-distance dependencies are
based on empty phrase structure nodes and implemented, for example, by
gap-threading machinery, ATN HOLD lists, and the like, the exact location
of these empty nodes is not signaled by any information directly visible hi
the sentence. This increases the number of phrase structure rules that can
be applied. What we see as the computational cost of functional uncer-
tainty shows up in these systems as additional resources needed for phrase
structure analysis and for functional evaluation of the larger number of
trees that the phrase structure component produces. Unlike phrasally-
based specifications, functional uncertainties in LFG are defined on the
same level of representation as the subcategorization restrictions that con-
strain how they can be resolved, which our coherence-delay strategy easily
takes advantage of. But the fact remains that functional uncertainties do
generate disjunctions, and can benefit from the recent advances in efficient
disjunction-processing techniques for LFG and related grammatical for-
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malisms (Kasper 1987, Eisele and Dorre 1988, Maxwell and Kaplan 1989,
Dorre and Eisele 1990).

6 Conclusion
The notion of regular functional uncertainty thus has very nice mathe-
matical properties. Our state-decomposition algorithm provides a very
attractive method for resolving functional uncertainties as other phrasal
and functional constraints are computed during the parse of a sentence.
This algorithm expands the uncertainties incrementally, introducing at
each point only as much disjunction as is necessary to avoid interactions
with other functional information that has already been taken into ac-
count. We have recently added this algorithm and the functional uncer-
tainty notation to our LFG Grammar Writer's Workbench, and we can
now rigorously but easily test a wide range of linguistic hypotheses. We
have also begun to investigate a number of other computational heuristics
for the efficient, controlled expansion of uncertainty.

Kaplan and Zaenen (1989) first proposed the idea of functional un-
certainty as sketched in this paper to account for the properties of long-
distance dependencies within the LFG framework. In this framework,
it has already shed new light on long-standing problems like island con-
straints (see, e.g., Saiki (1985) for an application to Japanese). But the
notion is potentially of much wider use: first, it can be adapted to other
unification grammar formalisms to handle facts of a similar nature; and
second, it can be used to handle phenomena that are traditionally not
thought of as falling into the same class as long-distance dependencies
but that nevertheless seem to involve nonlocal uncertainty. A discus-
sion of its application in the LFG framework to infinitival complements
can be found in Johnson (1986a) for Dutch and Netter (1986) for Ger-
man; Karttunen (1989) discusses how similar extensions to Categorial
Unification Grammar (CUG) can account in a simple way for related
facts in Finnish that would otherwise require type-raising. Halvorsen and
Kaplan (1988) have suggested that scope ambiguities in semantic struc-
tures might also be characterized by this device.
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Constituent Coordination in
Lexical-Functional Grammar
RONALD M. KAPLAN AND JOHN T. MAXWELL III

Abstract. This paper outlines a theory of constituent coordination for
Lexical-Functional Grammar. On this theory LFG's flat, unstructured
sets are used as the functional representation of coordinate constructions.
Function-application is extended to sets by treating a set formally as the
generalization of its functional elements. This causes properties attributed
externally to a coordinate structure to be uniformly distributed across its
elements, without requiring additional grammatical specifications.

1 Introduction
A proper treatment of coordination has long been an elusive goal of
both theoretical and computational approaches to language. The orig-
inal transformational formulation in terms of the Coordinate Reduction
rule (e.g. Dougherty 1970) was quickly shown to have many theoreti-
cal and empirical inadequacies, and only recently have linguistic theories
(e.g. GPSG, Gazdar et al. 1985; Categorial grammar, Steedman 1985)
made substantial progress on characterizing the complex restrictions on
coordinate constructions and also on their semantic interpretations. Co-
ordination has also presented descriptive problems for computational ap-
proaches. Typically these have been solved by special devices that are
added to the parsing algorithms to analyze coordinate constructions that
cannot easily be characterized in explicit rules of grammar. The best
known examples of this kind of approach are SYSCONJ (Woods 1973),
LSP (Sager 1981), and MSG (Dahl and McCord 1983).
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Coordination phenomena are usually divided into two classes, the so-
called constituent coordinations where the coordinated elements look like
otherwise well-motivated phrasal constituents (1), and nonconstituent co-
ordination where the coordinated elements look like fragments of phrasal
constituents (2).

(1) a. A girl saw Mary and ran to Bill. (Coordinated verb phrases)
b. A girl saw and heard Mary. (Coordinated verbs)

(2) Bill went to Chicago on Wednesday and New York on Thursday.

Of course, what is or is not a well-motivated constituent depends on the
details of the particular grammatical theory. Constituents in transforma-
tionally oriented theories, for example, are units that simplify the feeding
relations of transformational rules, whereas "constituents" in categorial
grammars merely reflect the order of binary combinations and have no
other special motivation. In Lexical-Functional Grammar, surface con-
stituents are taken to be the units of phonological interpretation. These
may differ markedly from the units of functional or semantic interpreta-
tion, as shown in the analysis of Dutch cross serial dependencies given by
Bresnan et al. (1982).

Nonconstituent coordination, of course, presents a wide variety of com-
plex and difficult descriptive problems, but constituent coordination also
raises important linguistic issues. It is the latter that we focus on in this
brief paper.

To a first approximation, constituent coordinations can be analyzed
as the result of taking two independent clauses and factoring out their
common subparts. The verb coordination in (Ib) is thus related to the
fuller sentence coordination in (3). This intuition, which was the basis
of the Coordinate Reduction Transformation, accounts for more complex
patterns of acceptability such as (4) illustrates. The coordination hi (4c)
is acceptable because both (4a) and (4b) are, while (4e) is bad because of
the independent subcategorization violation in (4d).

(3) A girl saw Mary and a girl heard Mary.

(4) a. A girl dedicated a pie to Bill.
b. A girl gave a pie to Bill.
c. A girl dedicated and gave a pie to Bill.
d. *A girl ate a pie to Bill.
e. *A girl dedicated and ate a pie to Bill.

This first approximation is fraught with difficulties. It ensures that
constituents of like categories can be conjoined only if they share some
finer details of specification, but there are more subtle conditions that
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it does not cover. For example, even though (5a) and (5b) are both
independently grammatical, the coordination in (5c) is unacceptable:

(5) a. The girl promised John to go.
b. The girl persuaded John to go.
c. *The girl promised and persuaded John to go.

(Hint: Who is going?)

Another well-known difficulty with this approach is that it does not
obviously allow for the necessary semantic distinctions to be made, on the
assumption that the semantic properties of reduced coordinations are to
be explicated in terms of the semantic representations of the prepositional
coordinations that they are related to. This is illustrated by the contrast-
ing semantic entailments in (6): Sentence (6a) allows for the possibility
that two different girls are involved while (6b) implies that a single (but
indefinite) girl performed both actions.

(6) a. A girl saw Mary and a girl talked to Bill,
b. A girl saw Mary and talked to Bill.

Despite its deficiencies, it has not been easy to find a satisfactory alter-
native to this first approximation. The theoretical challenge is to embed
coordination in a grammatical system in a way that is independent of the
other generalizations that are being expressed (e.g. actives correspond to
passives, NP's in English can be followed by relative clauses, English rela-
tive clauses look like S's with a missing NP) but which interacts with those
specifications in just the right ways. That is, a possible but unacceptable
solution to this descriptive dilemma would be to add to the grammar
new versions of all the basic rules designed specifically to account for the
vagaries of coordination.

Coordination was not discussed in the original formulation of Lexical-
Functional Grammar (Kaplan and Bresnan 1982), although mathematical
objects (finite sets of f-structures) were introduced to provide an underly-
ing representation for grammatical constructions which, like the parts of
a coordination, do not seem to obey the uniqueness condition that nor-
mally applies to grammatical functions and features. Adjuncts and other
modifying constructions are the major example of this that Kaplan and
Bresnan discussed, but they also suggested that the same mathematical
representations might also be used in the analysis of coordination phe-
nomena. In the present paper we extend the LFG formalism to provide a
simple account of coordination that follows along the general lines of the
Kaplan/Bresnan suggestion and does not involve detailed specifications of
the coordination properties of particular constituents. We illustrate the
consequences of this extension by discussing a small number of grammat-
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ical constructions; Bresnan, Kaplan, and Peterson (1985) discuss a much
wider range of phenomena and provide more general linguistic motivation
for this approach.

2 Simple Coordination
A Lexical-Functional Grammar assigns two syntactic levels of representa-
tion to each grammatical string in a language. The constituent structure,
or c-structure, is a conventional tree that indicates the organization of
surface words and phrases, while the functional structure (f-structure)
is a hierarchy of attributes and values that represents the grammatical
functions and features of the sentence. LFG assumes as a basic axiom
that there is a piecewise function, called a structural correspondence or
"projection", that maps from the nodes in the c-structure to the units in
an abstract f-structure (see Kaplan and Bresnan 1982 and Kaplan 1987
for details). This means that the properties of the f-structure can be
specified in terms of the mother-daughter and precedence relations in the
c-structure, even though the f-structure is formally not at all a tree-like
structure.

Now let us consider a simple example of coordination wherein two sen-
tences are conjoined together (7). A plausible c-structure for this sentence
is given in (8), and we propose (9) to represent the functional properties
of this sentence.

(7) John bought apples and John ate apples.

(8) S
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(9) [PRED 'buy((t SUBJ), (f OBJ))'
TENSE PAST

[PRED 'John']
[NUM SG J

f PRED 'apple' 1
[NUM PL J

SUBJ

OBJ

[PRED 'eat((t SUBJ), (t OBJ))'
TENSE PAST

[PRED 'John'
[NUM so

TPRED 'apple'1
[NUM PL J

SUBJ

OBJ

1

The structure in (9) is a set containing the f-structures that correspond to
the component sentences of the coordination. As Bresnan, Kaplan, and
Peterson (1985) observe, sets constitute a plausible formal representation
for coordination since an unlimited number of items can be conjoined
in a single construction and none of those items dominates or has scope
over the others. Neither particular functional attributes nor recursive
embeddings of attributes can provide the appropriate representation that
flat, unstructured sets allow.

To obtain the representation of coordination shown in (8) and (9), all
we need is the following alternative way of expanding S:

(10) S CONJ S
|e t 4-e t

This rule says that a conjoined sentence consists of a sentence followed
by a conjunction followed by another sentence, where the f-structure of
each sub-sentence is an element of the f-structure that represents their
coordination.

3 Coordination with Distribution
The next step is to consider constituent coordinations where some parts
of the sentence are shared by the coordinated constituents. Consider the
following sentence:

(11) John bought and ate apples.
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(12) S

NP VP

N

John V CONJ V

(13)

NP

N

bought and ate apples

'PRED 'buy((t SUBJ), (t OBJ))'
TENSE PAST

[PRED 'John'
L N U M so

[PRED 'apple']
[NUM PL j

OBJ))J,

SUBJ

OBJ

PRED 'eat{(t SUBJ),
TENSE PAST

SUBJ

OBJ

The desired c-structure and f-structure for (11) are shown in (12) and
(13) respectively. Notice that the subjects and objects of buy and eat are
linked, so that the f-structure is different from the one in (9) for John
bought apples and John ate apples. The identity links in this structure
account for the different semantic entailments of sentences (7) and (11)
as well as for the differences in (6a) and (6b).

This is an example of verb coordination, so the following alternative
is added to the grammar:

(14) v —* V CONJ V
le t ;e t

This rule permits the appropriate c-structure configuration but its
functional specifications are no different than the ones for simple sentential
coordination. How then do the links in (13) arise? The basic descriptive
device of the LFG formalism is the function application expression:

(15) (fa) = v

As originally formulated by Kaplan and Bresnan (1982), this equation
(15) holds if and only if/denotes an f-structure which yields the value v
when applied to the attribute a. According to the original definition, the
value of an application expression is undefined when / denotes a set of f-
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structures instead of a single function and an equation such as (15) would
therefore be false. Following Bresnan, Kaplan, and Peterson (1985), we
propose extending the function-application device so that it is defined for
sets of functions. If s denotes a set of functions, we say that (s a)=v holds
if and only if v is the generalization of all the elements of s applied to a:

(16) (s a) = Il(/ a) if (/ «) is denned for all / € s.

The generalization /iH/2 of two functions or f-structures f \ and /2 is
defined recursively as follows:

(17) a. If/1=/2then/1n/2=/i
b. If /[ and /2 are f-structures, then

fiUh = {<«> (A a)n(/2 «)>! a € DOM(/0 n DOM(/2)}.
c. Otherwise, AH/2 = -L-

The generalization is the greatest lower bound in the subsumption
ordering on the f-structure lattice. The symbol ± denotes the bottom-
most element in this lattice, the element that subsumes all other elements
and about which no information is known. With this element explicitly
represented, we simplify the determinacy and completeness conditions of
Kaplan and Bresnan (1982) by defining minimal solutions containing X
to be invalid.

These definitions have two consequences. The first is that v subsumes
(/ a) for all / e s. Thus the properties asserted on a set as a whole must be
distributed across the elements of the set. This explains why the subject
and object of (11) are distributed across both verbs without having to
change the VP rule in (18) below. The equation on the object NP of (18)
is (t OBJ) = 4-- The meta-variable t denotes a set because the f-structure
of the VP node is the same as the f-structure of the conjoined V node,
which by (14) is a set. Therefore the effect of rule (18) is that each of the
elements of the f set will have an OBJ attribute whose value is subsumed
by the f-structure corresponding to apples.

(18) VP —> V NP
t=4- (toBj) = 4-

The second consequence of (16) is that v takes on the attributes and
values that all of the (/a) have in common. This is useful in explaining the
ungrammaticality of the promise and persuade sentence in (5c). (We are
indebted to Andreas Eisele and Stefan Momma for calling our attention
to this example.) The analysis for this sentence is in (20) and (21):

(19) *The girl promised and persuaded John to go.
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(20) S

NP VP

DET N V NP VP'

the girl V CONJ V N TO VP

I I I I I I
promised and persuaded John to V

(21) PRED 'persuade((tsuBj),(tOBj),
TENSE PAST

FPRED 'girl'"!
SUBJ SPEC THE

LNUM SG J

fPRED 'John']
OBJ LNUM SG J

XCOMP
TPRED 'go{ ['John'] >'

SUBJ

PRED 'promise ((t SUBJ), (tOBJ), (| XCOMP)) '
TENSE PAST

SUBJ

OBJ

XCOMP

At first glance, (21) seems to provide a perfectly reasonable analysis of
(19). Promise and persuade share an object, a subject, and a verb com-
plement. The verb complements have different subjects as a result of the
different control equations for promise and persuade (The lexical entry
for promise specifies subject control (| XCOMP SUBJ) = (t SUBJ), while
persuade specifies object control (t XCOMP SUBJ) = (t OBJ)). There is no
inconsistency, incompleteness or incoherence in this structure.

However, in LFG the completeness conditions apply to the f-structures
mapped from all the c-structure nodes, whether or not they are part of
the structure corresponding to the root node. And if we look at the f-
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structure that corresponds to the verb-complement node, we discover that
it contains _L and thus is incomplete:

(22) 'go{[]>'

SUBJ [PRED -SUBJ [NUM sc

This f-structure is the generalization of (s XCOMP) for the set given in
(21). Everything that the two XCOMPS have in common is given by this f-
structure. However, the subject of the f-structure has ± for its predicate.
It thus violates the "semantic completeness" condition of LFG, which in
essence requires that something must be known about the predicate of
every thematic function. If the XCOMPS had had a subject in common
(as in the sentence The girl urged and persuaded John to go) then the
sentence would have been perfectly legal.

4 Interactions with Long-distance Dependencies
Under certain circumstances a shared constituent plays different roles in
the conjoined constituents. For instance, in (23) The robot is the object
for Bill gave Mary, and it is the oblique object for John gave a ball to.

(23) The robot that Bill gave Mary and John gave a ball to

This variation reflects a more general uncertainty about what role the
head of a relative clause can play in the relative clause, as illustrated in
(24):

(24) The robot that Bill gave Mary
The robot that gave Bill Mary
The robot that John said Bill gave Mary
The robot that Tom claimed John said Bill gave Mary, etc.

In fact, the number of roles that the head of a relative clause can play is
theoretically unbounded.

To deal with these possibilities, the notion of functional uncertainty
has been introduced into LFG theory (Kaplan and Maxwell 1988; Kaplan
and Zaenen 1989). With functional uncertainty the attribute of a func-
tional equation is allowed to consist of a (possibly infinite) regular set of
attribute strings. For instance, normally the role that a constituent plays
in the f-structure is given by a simple equation such as (25):

(25) (/i OBJ) = /2

A functionally uncertain equation that could be used to express the
relationship between the head of a relative clause and the role that it
plays in the clause might look like (26):
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(26) (A COMP* GF) = /2

Equation (26) says that the functional relationship between j\ and /2
could consist of any number of COMPS followed by a grammatical function,
such as SUBJ or OBJ.

The definition of functional uncertainty given by Kaplan and Zaenen
(1989) is essentially as follows:

(27) If a is a regular expression, then (fa) = v holds if and only
((/a) Suff(a, a))=v for some symbol a, where
Suff(a, a) is the set of suffix strings y such that ay 6 a.

We will not discuss functional uncertainty further in this paper, ex-
cept to show how it fits into our model for sets. To achieve the proper
interaction between sets and regular expressions, we merge (27) with (16):

(28) (s a] = v = H (fi a), for all /< e s
= II ((fi «*) Suff(aj a)), for all /« 6 s

Allowing different a* to be chosen for each fi provides the variation
needed for (23). The uncertainty can be realized by a different functional
path in each of the coordinated elements, but the uncertainty must be
resolved somehow in each element and this accounts for the familiar Across
the Board and Coordinate Structure Constraints.

5 Representing the Conjunction
We have not yet indicated how the identity of the particular conjunction
is represented. If we look at rule (14) again, we notice that it is missing
any equation to tell us how the f-structure for CONJ is related to f:

(29) v —¥ V CONJ V
;e t ? ;e t

If we replace the ? with t=4-> then the f-structure for CONJ will be
identified with the set corresponding to t> which will have the effect of
distributing all of its information across the f-structures corresponding
to the conjoined verbs. As was pointed out to us by researchers at the
University of Manchester (UMIST), this arrangement leads to inconsis-
tencies when coordinations of different types (and vs. or) are mutually
embedded. On the other hand, if we replace the ? with 4-6t> then the
f-structure for CONJ will be another element of the set, on a par with the
f-structures corresponding to the conjoined verbs. This is clearly coun-
terintuitive and also erroneously implies that the shared elements will be
distributed across the conjunction as well as the elements of the set.

We observe, however, that the identity of the particular conjunction
does not seem to enter into any syntactic or functional generalizations,
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and therefore, that there is no motivation for including it in the functional
structure at all. Instead, it is necessary to encode this information only on
the semantic level of representation, as denned by a semantic structural
correspondence or projection (Kaplan 1987). A projection is a piecewise
function mapping from the units of one kind of structure to the units
of another. The projection that is most central to LFG theory is the <j>
projection, the one that maps from constituent structure nodes into func-
tional structures. But other projections are being introduced into LFG
theory so that generalizations about various other subsystems of linguis-
tic information can be formalized. In particular, Halvorsen and Kaplan
(1988) have discussed the a projection that maps from f-structures into
a range of semantic structures. Given the projection concept, the vari-
ous linguistic levels can be related to one another through codescription,
that is, the equations that describe the mapping between f-structures
and s-structures (semantic structures) are generated in terms of the same
c-structure node configurations as the equations that map between c-
structures and f-structures. This means that even though the s-structure
is mapped from the f-structure, it may contain information that is not
computable from the f-structure but is strongly correlated with it via
codescription. We exploit this possibility to encode the identity of the
conjunction only in semantic structure.

Consider a modified version of (29) that has equations describing the
semantic structures corresponding to the f-structure units:

(30) V -> V CONJ V

4-G t <Kt REL) = <4 •!•€ t
0-J,= (erf ARGl) a\. — (erf ARG2)

Rule (30) says that the unit of semantic structure corresponding to the
f-structure of the conjoined verb contains the conjunction as its main
relation (REL), plus two ARGs consisting of the semantic structures corre-
sponding to the f-structures that correspond to the individual Vs. The
semantic structure generated by (30) is something like this:

(31) [REL AND

ARGl [R.EL B.UY]

ARG2 [R.EL EAT]

It describes the conjoined verb as a relation, AND, which is applied to the
arguments consisting of the relation BUY and the relation EAT. Each of
these relations also has arguments, the semantic structures corresponding
to the shared subject and object of the sentence. Notice how this structure
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differs from the one that we find at the functional level (e.g. (13)). Rule
(30) does not assign any functional role to the conjunction, yet all the
necessary syntactic and semantic information is available in the complex
of corresponding structures assigned to the sentence.
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Part III

Word Order

A central feature of LFG is its separation of syntactic information into
two separate modules, the constituent structure or c-structure and the
functional structure or f-structure. The f-structure encodes information
about agreement, grammatical functions, and syntactic subcategorization,
while the c-structure tree encodes information about category, precedence,
and dominance. The two levels are related to each other by a structural
correspondence, a piece-wise function that maps c-structure nodes into
units of f-structure. A fundamental claim of LFG is that generalizations
at the different levels of representation are relatively independent and that
the modular separation of constituent structure from functional structure
thus encourages a natural characterization of many syntactic phenomena.

According to this division of explanatory labor, constraints on the
order of words and phrases are specified primarily in c-structure terms,
using an extended regular expression notation for the right-hand sides of
c-structure rules; for discussions of such notations, see Kaplan (1989) or
Kaplan and Maxwell (1994). Simple regular-equivalent notations, for ex-
ample, allow for the statement of separate constraints on immediate dom-
inance and linear precedence without changing the formal power of the
grammatical machinery. However, as LFG analyses have been developed
for a wider variety of linguistic phenomena, it has become apparent that
there are some dependencies that involve a stronger interaction between
linear precedence and grammatical function assignments than would be
permitted by the arrangement of strict modularity. Even though prece-
dence is not defined as a native relation on f-structures, it is sometimes
simpler and more intuitive to state precedence constraints in functional
terms—to say, for example, that the subject of a clause comes before
the object of a complement—than to specify the order of particular noun
phrases in the c-structure. The papers in this section provide a formal
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characterization of this intuition by means of the functional precedence
relation.

Functional precedence, or f-precedence, is a relation between func-
tional structures that is derived from the c-structural linear precedence
relation. It. was first introduced by Bresnan in her 1984 BLS paper "Bound
anaphora on functional structures" to specify linear ordering constraints
between an anaphor and its antecedent; the second paper in this section,
Bresnan's "Linear Order, Syntactic Rank, and Empty Categories: On
Weak Crossover", evolved from this earlier work.

Subsequently, functional precedence was used by other researchers in
their work on encoding constraints on word order in functional terms,
in particular by Kameyama (1989) in her analysis of Japanese anaphora.
Work on the formal properties of functional precedence was carried out
by Kaplan (1987, originally presented in 1985) in the paper "Three Se-
ductions of Computational Psycholinguistics", reprinted in Part V of this
volume. This paper provided a formalization in terms of the inverse of
the correspondence between c-structure nodes and f-structure units. Ad-
ditionally, Kaplan (1988) considered other ways in which correspondence
inverses could allow for minor and controlled but still systematic devia-
tions from the hypothesis of strict modularity.

The first paper in this section, Zaenen and Kaplan's "Formal De-
vices for Linguistic Generalizations: West Germanic Word Order in LFG",
presents an analysis of word order and constituency in Germanic infini-
tivals, continuing work on Germanic word order which began with the
1982 paper "Cross-serial Dependencies in Dutch", by Bresnan, Kaplan,
Peters, and Zaenen. The paper builds directly on proposals described in
Kaplan and Zaenen's 1988 paper "Functional uncertainty and functional
precedence in continental West Germanic" and in their 1989 paper "Func-
tional precedence and constituent structure". The paper included in this
volume deals with a broader set of grammatical constructions than do
the earlier papers, and also takes into account certain formal problems
with the 1982 approach to Dutch, first noted by Johnson (1986). The
Zaenen and Kaplan solution relies heavily on f-structural properties to
constrain the relation between a verb and its arguments in Germanic.
Their work also makes use of functional uncertainty, a formal device that
is explored more fully in Part II of this book, Nonlocal Dependencies, to
encode long-distance relations between a verb and its arguments.

Whereas Zaenen and Kaplan are concerned primarily with interactions
between word order and other syntactic properties, the second paper in
this section, Bresnan's "Linear Order, Syntactic Rank, and Empty Cate-
gories: On Weak Crossover", focuses on the effect of word order on the de-
termination of pronoun reference. It is often assumed that constraints on



REFERENCES / 213

pronoun reference possibilities axe statable in terms of constituent struc-
ture configurations, but Bresnan shows that this assumption cannot be
maintained. Considering evidence from Malayalam, Palauan, and Hindi
in addition to English, she makes use of f-precedence to give a comprehen-
sive account of a complex pattern of acceptable coreference: the correct
results follow from a definition of syntactic rank in functional terms, to-
gether with constraints on f-precedence relations between pronouns and
their antecedents.

There is still some controversy about the proper definition of functional
precedence. Bresnan's account in this paper uses a slightly different defini-
tion from the one that she proposed in 1984 and that Kameyama, Zaenen,
and Kaplan have adopted. Both the original definition and Bresnan's new
definition are stated in terms of precedence relations among nodes of the
c-structure tree that are picked out by the inverse of the c-structure to
f-structure correspondence; in both cases, the relation of f-precedence be-
tween two f-structures is defined in terms of the precedence relation on
c-structure nodes with which they are in correspondence. The two defi-
nitions differ in that the original formulation took all of the c-structure
nodes that map to a particular f-structure into account, whereas Bresnan's
more recent proposal counts only the rightmost nodes in the inverse image
of that f-structure. Preliminary results indicate that accounts based on
the original definition can be reformulated so as to be compatible with the
new proposal, but it is not yet clear whether the nature of the linguistic
generalizations will change or whether the basic intuitions of the original
work will be preserved under these reformulations.

Bresnan's weak crossover account also relies on the assignment of
phrase-structure positions to functional elements that are related by long-
distance dependencies. In introducing functional uncertainty as a means
of characterizing long-distance dependencies, Kaplan and Zaenen (1989b)
note that much of the traditional motivation for traces and other empty
c-structure elements is undermined by the introduction of functional un-
certainty (see the preface to Section II for further discussion). However,
Bresnan's arguments hi the present paper suggest new LFG-internal sup-
port for those notions. We expect these formal differences to be resolved
by continuing lines of research.
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1 Introduction
In LFG the phrase structure representation of a sentence is used to divide
linguistic strings into a hierarchy of ordered phrasal constituents. It is
well known that this kind of representation does not capture all the syn-
tactically significant dependencies that exist in sentences. In this paper
we look at some dependencies that cannot be captured in this superfi-
cial representation but seem nevertheless to be affected by the order of
elements of the string. These dependencies are illustrated by word order
constraints in Germanic infinitivals. German infinitivals exhibit a syn-
tactic dependency that is not local in the sense that elements that are
syntactically closely dependent on each other are in string positions sep-
arated by 'extraneous' material. This case is different from that of the
wh-constructions discussed in Kaplan and Zaenen (1989) in that there
are no clearly fixed positions for the separated elements of the infinitivals.
We show that existing mechanisms, specifically functional uncertainty and
functional precedence, that were developed to account for other phenom-
ena can be exploited to model the new data in an insightful way.
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2 A case study: Dutch cross serial dependencies
2.1 Basic facts.
Since Evers (1975) several syntactic models have been proposed to account
for sentences of the type illustrated in the Dutch example in (1):

(1) ... dat Jan zijn zoon geneeskunde wil laten studeren.
... that John his son medicine wants let study.

What is interesting about this sentence pattern is that the verbs and the
nominal or prepositional elements that they govern are not adjacent in
the surface string or in the phrase structure representation. In Dutch
all the dependent elements have to precede all the verbs, but there is no
requirement that the verb and its dependents be adjacent either in the
string or in the surface tree representation one would naturally assign
to such a sentence. In other variants of West-Germanic the verbs and
their dependents can be interleaved, as we discuss in Section 4. As an
illustration we show in (2) the surface structure proposed in Evers (1975)
with the f-structure showing the dependencies that hold in the sentence,
assuming some plausible lexical entries consistent with this f-structure.
They are given in (3).
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(2) S'

Jan zijn zoon I geneeskunde V

SUBJ ['Jan']
PRED 'want'

SUBJ

PRED 'let'
OBJ ['his son:

XCOMP

XCOMP

SUBJ

PRED 'study'

OBJ ['medicine']

(3) willen (t PRED) = 'want<(| SUBJ) (t XCOMP)>'
(t SUBJ) = (t XCOMP SUBJ)

Men (t PRED) = 'let<(t SUBJ) (f XCOMP)>(| OBJ)'
(t OBJ) = (t XCOMP SUBJ)

studeren (t PRED) = 'study<(t SUBJ) (f OBJ)>'
Of course, if we allowed crossing branches in the c-structure, we could
express the dependencies in the c-structure itself, but the c-structures in
LFG are assumed to be of the traditional noncrossing type. Given that
they are supposed to have a rather direct relation to the phonological
representation, it seems reasonable to keep this constraint.

Our problem then is to find a grammar that expresses the correspon-
dences illustrated in (2).
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2.2 An early LFG approach
LFG has no movement rules, but discontinuous government dependencies
present no problem because of the way the mapping from c-structure to f-
structure is defined. As some of the notions we want to use later crucially
depend on particular characteristics of this mapping, we summarize here
its relevant properties. LFG assumes there is a correspondence function
0 from c-structure nodes to f-structure units, but this correspondence is
not assumed to be one-to-one nor is it required to be onto (Kaplan and
Bresnan 1982; Kaplan 1987). Both of these properties are illustrated by
the following example of an English gerund construction:

PRED 'surprise {(t SUBJ) , (t OBJ))'

PRED 'see {(t SUBJ) , (t OBJ)) '
SUBJ [PRED 'pro']

OBJ [PRED 'me']

OBJ [ PRED 'Mary' ] -

The functional annotations on the English phrase-structure rules would
make all the nodes in a circled collection map to the same f-structure
unit, demonstrating the many-to-one property of <j>. There is no node in
the c-structure that maps to the pronoun subject of the predicate see,
so that (/> is not onto. In English, nodes that map onto the same f-
structure tend to stand in simple mother-daughter relations, but this is
not the only possible configuration for many-to-one mappings. Bresnan et
al. (1982) account for the Dutch discontinuous constituents by mapping
two noncontiguous c-structure components into one f-structure. This is
specified by the following two simple rules:
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(5) a. VP —> ( NP ^ ( VP ^ (V)

b. V —» V

and the (simplified) verbal lexical entries given in (3). These rules make
use of the standard LFG convention that unannotated categories are as-
sumed to carry the | =4- head-marking schema.

The annotation on the VP preceding the V in (5a) and the annotation
on the V expanding the V in (5b) are the same, and hence they both pro-
vide information about the shared corresponding f-structure. The main
constraint on dependencies of this kind in Dutch is that all the arguments
of a higher verb precede those of a lower verb; the arguments of each verb
are ordered as in simple clauses. The c-structure rules in (5) insure this or-
dering because the VP expands to an (optional) NP object followed by an
open complement VP (XCOMP). The phrase structure rules thus impose
the right ordering: less embedded OBJs always precede more embedded
ones. The different parts of the more and more embedded XCOMPs link
up in the right way because the XCOMPS are associated with successive
expansions on both the VP and V spines of the tree, as illustrated in (6):
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(6) S'

SUBJ ['Jan']
PRED 'want'

SUBJ

PRED 'let'
OBJ ['his son']

SUBJ

XCOMP

XCOMP

PRED 'study'
OBJ ['medicine']

In this approach the context free part of the phrase structure rules encodes
the surface linear order and the assumed surface hierarchical order but not
the government relations. These are encoded in the functional annotations
added to this context free skeleton.

2.3 Inadequacies of this solution
This system gives a correct description of the data considered in Bresnan
et al. (1982) and can be extended in a straightforward way to cover further
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infinitival constructions as shown in Johnson (1986,1988). However, three
drawbacks of this approach have been pointed out, one theoretical, one
technical, and one linguistic.

We will not discuss the theoretical problem in great detail. Schuurman
(1987) points out that, according to X-bar theory, the VP node should
dominate a verb. But, even if one thinks that X-bar principles have some
value, it is not clear how they should be adapted to a nontransformational
functionally oriented framework like LFG. X-bar theory was mainly de-
veloped to allow for the notion head in a representation in which this
notion was not native (Lyons 1968). In transformation-based theories the
head relation is expressed in deep or underlying tree structures by means
of the X-bar schemata (of course, in the surface structure these schemata
are only respected by virtue of abstract linking devices such as traces).
The head notion itself is functional in nature, however, and LFG pro-
vides more explicit and flexible ways of expressing functional relations.
For example, LFG identifies the head of a constituent by means of the
t =4- annotation, and it marks the non-head dependents with annotations
of the form (t GF)=4-, where GF stands for any governable grammatical
function. Still, it may be worthwhile to establish some invariant connec-
tions between functions and the phrase structures they correspond to, and
Bresnan (1982) offers one proposal along these lines. As a more natural
alternative to X-bar theory for characterizing the relation between lexi-
cal heads and phrasal categories, we suggest the principle in (7a). This
characterizes configurations of the sort illustrated in (7b) in addition to
the usual endocentric arrangement in (7c).

(7) a. A maximal (non lexical) category is of type XP if it corre-
sponds to an f-structure that also corresponds to a lexical
category of type X.

b.

X
>

In formal terms, a maximal node n is of category XP if the set of nodes
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0 1(^(»)) contains a node of category X. This principle for determining
category labels justifies the VP label in (6) even though the VP does not
dominate the V.

The technical problem was pointed out in Johnson (1986) and in Net-
ter (1988). They observed that the obvious extensions to the Bresnan
et al. solution needed to account for a new class of data lead to phrase
structure trees that violate the LFG constraint against nonbranching dom-
inance chains (Kaplan and Bresnan 1982). According to this condition on
valid c-structures, derivations of the form A ->* A, which permit an indef-
inite number of A nodes dominating another node of the same category,
are prohibited. This restriction against nonbranching dominance chains
disallows c-structure nodes that provide no information and insures that
the parsing problem for LFG grammars is decidable. An example adapted
from Johnson (1986) that violates this constraint is given in (8):

(8) ... dat Jan een liedje heeft willen zingen.
... that John a song has wanted to sing.

NP heeft V V

willen V

zingen

een liedje

Een liedje is the direct object of the most embedded verb zingen and
the intermediate VPs are needed to provide the right number of XCOMP
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levels. In the absence of further difficulties with this approach, we might
be tempted to reconsider the value of this formal restriction. But relaxing
this condition would not be enough to protect the Bresnan et al. solution
from empirical inadequacies.

The linguistic problem is that this analysis does not account for sen-
tences like (9), which are considered perfectly grammatical by most speak-
ers (M. Moortgat, p.c.):

(9) ... dat Jan een liedje schreef en trachtte te verkopen.
... that John a song wrote and tried to sell.

Here een liedje 'a song' is the OBJ of schreef 'wrote' and of verkopen
'sell', but these verbs are at different levels of embedding. To be inter-
preted as the argument of schreef, een liedje has to be the object, but
to be interpreted as an argument of verkopen, it has to be the object
of the XCOMP. According to the LFG theory of coordination, a coordi-
nate structure is represented formally as a set in f-structure, with the
elements of the set being the f-structures corresponding to the individual
conjuncts. LFG's function-application primitive is extended in a natural
way to apply to sets of f-structures: a set is treated as if it were a function
with the properties that are common to all its f-structure elements (see
Kaplan and Maxwell 1988b for formal details). As Bresnan, Kaplan, and
Peterson (1985) show, this simple extension is sufficient to provide elegant
accounts for the wide variety of facts that coordinate reduction rules and
across-the-board conventions attempt to handle. Given the rules in (5)
and this theory of coordination, een liedje will not be properly distributed
across the two conjuncts in (9), since it has to have a different function in
each. The problem is illustrated by the disjunctive function assignments
in diagram (10):
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(10) S

(tSUBj)=4
NP

(touj)=40R . ,
Jan (t XCOMP OBj)=4_ ' ,

NP

een liedje -., v/

t=4 t=4 (fxcoMp)=4
V V V

schreef trachtte ~

te verkopen

3 A Functional Approach
We now propose a revision that takes care of these problems and then
examine some of its other consequences. Some of the elements of this new
account can also be found in Johnson (1986) and, for a different set of
data, in Netter (1988).

To solve the nonbranching dominance problem, Johnson (1986) pro-
poses to replace the phrase-structure rule (5a) by the one given in (11)
(see also Netter 1988):

(11) VP —> / NP \ / VP N (V)
V(tOBJ)=4,J V(txcoMP+)=|,l

The only difference is in the schema attached to the optional VP. This
schema now uses the device of functional uncertainty that was intro-
duced in Kaplan and Zaenen (1989) and developed further in Kaplan and
Maxwell (1988a). The f-structure associated with this VP is not asserted
to be the XCOMP of the V at the corresponding level of c-structure embed-
ding. Rather, it is asserted only that it is the value at the end of a chain
of one or more XCOMPs, as denoted by the regular expression XCOMP"1".
This possibility obviates the need for VP expansions in which a VP ex-
haustively dominates another VP. Predicates and arguments will still be
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linked up properly because of the completeness and coherence conditions
that are independently imposed on f-structure. The right word order is
also maintained because the material contained in the VP following an
OBJ NP is always at least one level further embedded than the OBJ itself:
the annotation is XCOMP"1", not XCOMP*. The revised rule associates the
correct f-structure for sentence (8) with the more compact tree in (8'):

(8') S'

heeft V V

willen V

zingen

Notice, however, that the rule in (11) does not account for example
(9). If the NP is generated as the OBJ of the highest VP under S, then
its only function is OBJ, and it cannot be distributed into the second con-
junct as an XCOMP OBJ. On the other hand, if it is generated under an
embedded VP so that it has the proper function for the second conjunct,
it cannot be a simple OBJ for the first conjunct. If we change the anno-
tation on the VP from XCOMP+ to XCOMP*, so that the NP is properly
distributed to both conjuncts, then we lose all possibility of imposing the
cross-serial ordering constraints by phrase-structure encoding. There are
more complicated functional annotations for these rules that will give the
desired result in Dutch, but in what follows we explore a different type of
solution. This solution exploits functional uncertainty together with func-
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tional precedence to assign simpler phrase-structure trees. It accounts for
all the data that we have discussed above, including example (9), and
has the additional advantage of generalizing in a straightforward way to
account for word-order facts in other languages, as is shown in Section 4.

Functional uncertainty was originally developed to characterize wh-
movement constructions and to insure their proper interaction with co-
ordination. A second formal device that was introduced into LFG the-
ory after Bresnan et al. (1982) was published is functional precedence.
This was applied to anaphoric dependencies by Bresnan (1984) and for-
mally defined in Kaplan (1987). Precedence is a defining relation among
the constituents in a c-structure, in the sense that trees with different
node-orderings are interpreted as formally different trees. There is no
native precedence relation among the parts of an f-structure, but the
image of c-structure precedence under the </> mapping from c-structure
to f-structure naturally induces a relation on f-structure, which we have
called f-precedence:

(12) For two f-structure elements f i and fa, /i /-precedes fa if and
only if all the nodes that map onto j\ c-precede all the nodes
that map onto fa:
h </ /2 iff for all ni e ̂ "H/i) and for all n2 € <t>~l(h), «i <c "2

Even though this relation is defined in terms of conventional c-structure
precedence, it has some surprising properties because, as we noted, the
mapping from c-structure to f-structure may be neither one-to-one nor
onto. For example, if the mapping is many-to-one and /i and /2 corre-
spond to interleaved sets of c-structure nodes, then neither f\ f-precedes
fa nor fa f-precedes j\. If the mapping is not onto so that f\ corre-
sponds to no node at all, then vacuously both /i f-precedes fa and fa
f-precedes j\ for all fa. This characteristic is exploited in the analysis
of null anaphors by Bresnan (1984) and Kameyama (1989) (summarized
in Kaplan and Zaenen 1989). Because of this characteristic, f-precedence
is neither transitive nor anti-symmetric and hence is technically not a
true ordering relation. Its name is meant to indicate only that it is a
functional image of c-precedence, not that it is a precedence relation on
f-structure. F-precedence also differs from c-precedence in its linguistic
implications: while c-precedence restrictions can only directly order sister
constituents, f-precedence constraints can implicitly restrict ordering re-
lations among non-sister nodes by virtue of the common f-structure units
they correspond to.

We use the f-precedence relation to provide alternatives to the rules hi
(5) and (11). We dispense with the VP-dominated subtree altogether and
assume a simple succession of NP nodes each of which assigns an OBJ at
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some indefinite level of XCOMP embedding. Then we add the requirement
that the predicate's XCOMP+ OBJ does not precede its immediate OBJ.
The revised rules are given in (13):

(13) VP —> NP* V
(tXCOMP*OBj)=|

V —» V / V
(t XCOMP)=J,

\(tXCOMP+ OBj)

The f-precedence condition is stated negatively because the existential in-
terpretation of a positive relation over uncertainty (namely, that there be
some string in the uncertainty language for which the relation holds) does
not provide the desired effect that the relation must hold for all strings
chosen from the uncertainty language. The negative statement implic-
itly transforms the existential into a universal. Moreover, we also assume
a non-constructive interpretation of functional uncertainty in which the
uncertainty strings range only over paths that are independently instan-
tiated in the f-structure. Under these conventions, the rules above can
be easily generalized, for example, by replacing OBJ by a disjunction of
OBJ and OBJ2. In this way, the f-precedence constraint on order allows
us to propose maximally simple c-structure expansions for Dutch infiniti-
val constructions while still accounting for the ordering dependencies and
functional assignments.

A similar flat structure was rejected in Bresnan et al. (1982) for two
reasons, one based on word order constraints and the other on the low
acceptability of certain coordination constructions. It was thought that
the VP node was necessary to account for the fact that the oblique PP
arguments of an XCOMP cannot precede an OBJ on a higher level of embed-
ding whereas in a simple clause a PP can precede its OBJ. This argument
depends on the assumption that the word order condition can only be
stated in c-precedence terms, an assumption which we now reject in favor
of the f-precedence relation. The observed pattern of acceptability easily
follows when we extend the flat c-structure rules in (13) to include PPs
as well.

The unacceptable coordination is exemplified in (14) (example (20)
from Bresnan et al.):

(14)??...dat Jan de meisjes een treintje aan Piet en de jongens een pop
... that John the girls a toy train to Pete and the boys a doll

aan Henk zag geven voor Marie,
to Hank saw give for Marie
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... 'that John saw the boys give a toy train to Pete and the girls
give a doll to Hank for Marie.'

This is not considered ungrammatical by all speakers,1 but even if it were
completely out, it would justify the proposed hierarchical c-structure only
on the assumption that nothing but a single constituent can be right-node
raised in Dutch. This assumption is clearly incorrect since sentences like
the following are completely acceptable:

(15) ... dat Annie witte en Marie bruine suiker op haar boterham wil
... that Annie white and Marie brown sugar on her bread wants.
... 'that Annie wants brown sugar on her bread and Marie white
sugar.'

(16) ... dat drugmisbruik veel bij tennis- en bij voetbalspelers onder
... that drug abuse often in tennis- and in soccer-players under

de dertig voorkomt.
thirty occurs.

... that drug abuse occurs often in tennis players and in soccer
players under thirty.

Here the material shared across the conjuncts is not a constituent. While
this observation does not explain the contrast noted in Bresnan et al.
(1982), it does undermine their second argument in favor of the hierar-
chical structure of the NP sequence.

We conclude, then, that the use of functional uncertainty and f-
precedence allows a treatment of the Dutch infinitival constructions that
avoids the technical and linguistic problems of the Bresnan et al. account.
In particular, the NP functional uncertainty in the VP rule (13) inter-
acts with LFG's formal account of constituent coordination (Kaplan and
Maxwell 1988b) to provide the appropriate analysis of the Dutch coor-
dination in example (9): the uncertainty on een liedje is realized as OBJ
in one conjunct and as XCOMP OBJ in the other. It would be surprising,
however, if the Dutch facts alone would require f-precedence and func-
tional uncertainty as desirable ingredients in an account of the syntactic

1Some speakers (W. de Geest, p.c.) consider this sentence to be grammatical
as well as the one in (i) which we assume to be a case of right node raising:

(i) ... dat Jan de meisjes een treintje aan Piet en de jongens een pop aan Henk
... that John the girls a toy train to Pete and the boys a doll to Hank
zag geven.
saw give.
... 'that John saw the boys give a toy train to Pete and the girls give a doll
to Hank.

Other speakers seem to consider both versions to be ungrammatical (Schuurman 1987).
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properties of infinitival constructions. In what follows we examine some
facts of Zurich German that are also naturally handled in these functional
terms.

4 Extending the solution to Swiss German
The infinitival constructions of Zurich German are similar to the Dutch
ones discussed above in that the verbs generally come in the same order
(the least embedded ones precede the more embedded ones). Sentences
that are grammatical in Dutch will also be acceptable in Zurich German
as the sentence in (17) illustrates:

(17) ... das er sini chind mediziin wil la schtudiere.
(transcription as given in Cooper 1988)
... 'that he wants to let his children study medicine.'

The language allows a broader range of possibilities, however. The verbs
have to cluster together in Standard Dutch, whereas NPs and PPs can be
interleaved with the verbs in Zurich German, as illustrated in (18):

(18) a. ... das er wil sini chind la mediziin schtudiere.
b. ... das er sini chind wil la mediziin schtudiere.
c. ... das er mediziin sini chind wil la schtudiere.
d. ... das er sini chind wil mediziin la schtudiere.

But not all orders are allowed:

(19) *... das er wil la sini chind mediziin schtudiere.

The main constraint on the word order in infinitival constructions in
Zurich German seems to be:

(20) All the nominal arguments of a particular verb precede it.

There is some disagreement about whether this is the only syntactic
constraint on order. Haegeman and van Riemsdijk (1986) add the require-
ment that the arguments of a higher verb have to precede those of a lower
one. Lotscher (1978) does not imply such a constraint, and Cooper (1988)
explicitly rejects it. We will follow Cooper here, although Kaplan and Za-
enen (1988) modeled the account given by Haegeman and van Riemsdijk.
It seems to us that the disagreement might be less about the data per
se than about what counts as marked and unmarked word order, but a
further study of the conditions influencing the different orders would be
necessary to establish this.

The constraint in (20) also holds in Standard Dutch, as we saw in
Section 2, but for Zurich German it cannot be formulated in the same
way as was done in Bresnan et al. (1982) for Dutch. This is because
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in Zurich German the NPs and the Vs whose relative order has to be
maintained do not have to be adjacent.

The use of functional uncertainty in conjunction with f-precedence al-
lows us to account for these data again without violating the nonbranching
dominance constraint. The appropriate rules are given in (21). The VP
rule uses an immediate dominance notation to express the free categorial
ordering; this adds nothing to the formal power of LFG (Kaplan 1989).
The symbol NGF ranges over the grammatical functions SUBJ, OBJ, ...
that are usually associated with nominals.

(21) VP —> [ NP* , V* ]
(t XCOMP* NGF)=4- (fXCOMP)=4

In this section we have deployed LFG's descriptive devices to account
for dependencies and order without relying on nested tree structure con-
figurations to provide the necessary f-structure embeddings.2 We have
illustrated this by developing a flat structure for the NP dependents in
infinitival constructions. A moment's reflection will show, however, that

2We could flatten the structure further. If we include the ordering statements in the
lexical entries of the verbs themselves, we can dispense with the V. Instead of (21),
we then get:

(i) VP —» [ NP* V* ]
(tXCOMP*NGF)=4. (fXCOMP)=4-

Relevant lexical entries would be the following:
(ii) wil V (f PRED)=4,

]. = 'want<(f suBj)(t XCOMP)>'
(t SUBJ) = (t XCOMP SUBJ)
4, tt (t NGF)
(f XCOMP) £f J,

(iii) schtudiere V (t PRED)=4-
4- = 'study<(t suBj)(f OBJ)>'
15<f (f NGF)

(iv) tea V (f PRED)=4.
]. = 'let<(t suBj)(f xcoMp)>(f OBJ)'
(t OBJ) = (t XCOMP SUBJ)
J, *f (t NGF)
(t XCOMP) 56 J,

The annotations in these entries associate the semantic form predicate of each verb ex-
plicitly with its lexical node, so that it can take a position in the f-precedence relation
distinct from that of the larger f-structure that it heads. The schema 4- •f-j (t NGF)
specifies that the nominal arguments of every verb must not follow it. For the pred-
icates tea and wil, the additional schema (t XCOMP) & 4- indicates that the open
complement must come after the verb. The tree representations that these entries and
rules allow us to generate are completely flat, as exemplified in (v):
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we could also use these formal devices to obtain the same f-structures
from c-structures that exhibit more hierarchy, e.g. binary right branch-
ing trees. We see then that the availability of richer formal devices to
capture linguistic dependencies leaves the c-structure underdetermined.
In the conclusion we discuss briefly the general problem of motivating
c-structure in LFG.

5 Other infinitival patterns in Dutch
5.1 Extraposition.
It is well known that the verb-raising patterns discussed above are not the
only patterns for verbs taking infinitival complements in West Germanic.
Another pattern is so-called extraposition, in which the whole infinitival
clause follows the matrix verb. This is illustrated for Dutch in (22):

(22) omdat [Jan Marie verbood [Piet toe te laten [het boek te lezen]]]
because John Marie prohibited Pete to allow the book to read,
'because John prohibited Marie to allow Pete to read the book.'
(relevant internal clause boundaries are indicated by [ ])

Following Schuurman (1991) we hypothesize that extraposed and non-
extraposed infinitival complements differ in that extraposed complements
are COMPs and non-extraposed ones are XCOMPs. Evidence for the dis-
tinction comes from the fact that impersonal passives are possible only
with extraposed complements. This is illustrated in the contrasts in (23)
and (24). The (a) sentences illustrate that trachten 'try' can take both
verb-raising and extraposition; the (b) sentences show that the imper-

(v)

NP VP
~-/^
NP V

sini chind mediziin wil la schtudiere

Having proposed a completely flat structure for Zurich German, we could propose a
comparable account for Dutch. There are two differences between Dutch and Zurich
German: (1) the nominal arguments of higher predicates must precede those of lower
ones, and (2) all the NP constituents must precede all the verbs. A lexical entry
like laten (corresponding to the Zurich German laa) will have the additional ordering
constraint given in (vi) and the phrase structure grammar will include the c-structure
linear-precedence constraint in (vii):

(vi) (f XCOMP+ NGF) 56 (t NGP)
(vii) NP<C V
In section 5, we discuss some facts that argue against this flattening of the verbal

complex.
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sonal passive is possible with the extraposed variant but not with the
verb-raising variant.

(23) a. omdat Jan heeft getracht Marie te helpen.
because John has tried Marie to help,

b. omdat er (door iedereen) werd getracht Marie te helpen.
because there (by everybody) was tried Marie to help.

(24) a. omdat Jan Marie heeft trachten te helpen.
because John Marie has tried to help,
'because John has tried to help Marie.'

b. * omdat er (door iedereen) Marie werd trachten te helpen.
because there (by everybody) Marie has tried to help.

In LFG the subject of an XCOMP is identified with a function of the
higher clause by an equation of functional control. According to Bresnan
(1982), such an equation can only specify the subject or object of the
higher predicate. The rule of impersonal passive formation, however,
would produce a control equation that does not satisfy this condition be-
cause it identifies the XCOMP SUBJ with an oblique agent function. This
accounts for the ungrammaticality of (24b). In the extraposed version
the COMP function does not require a functional control equation. Thus,
the impersonal passive is permitted, and the appropriate referential de-
pendency is then established by an identity of semantic structure. In
functional control all the syntactic features of the controller and the con-
trollee are identical. In a relation of semantic identity, only the referential
properties of the two are identified; the syntactic features are allowed to
diverge.3

There is another distinction between the extraposition and verb-
raising constructions, as pointed out in den Besten et al. (1988): in verb-
raising constructions the complement of the auxiliary is in the infinitive
(24a) while for extraposition it is a participle (23a). This can be regulated
with a simple feature that we will not spell out here.

We allow for the possibility of extraposed complements by replacing
the Dutch VP rule in (13) with the one in (25):

(25) VP —> NP* V / VP \
(tXCOMP*NGF)=4 \^(t XCOMP* COMP)=4,J

The position of the COMP is unambiguously fixed by the phrase structure
rules, so it will always show up in sentence-final position.

3In Icelandic and German (Netter, p.c.) adjuncts that agree with the understood
subject show up in the nominative, providing further evidence against a functional
control solution (see Andrews, 1982, for discussion).
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5.2 The 'derde constructie'
In some dialects of Dutch, there axe sentences that look like a mix of the
two constructions discussed above. This is studied in detail in den Besten
et al. (1988) under the name de derde constructie, the third construction.
An example is given in (26):

(26) omdat Jan Marie getracht heeft te helpen.
because John Marie tried has to help.
'because John has tried to help Marie.'

As we noted above, verb-raising and extraposition are distinguished by
the fact that the complement of the auxiliary is in the infinitive with
verb-raising and in the participle form with extraposition. Here, however,
we see a sentence that looks like a verb-raising structure but has the
complement of the auxiliary in the participle form. Under our account, it
is simple to model this dialect: the only difference with the standard
language is that now the COMP can also be introduced by functional
uncertainty. The annotated phrase structure rule is given in (27):

(27) VP — > NP* V / VP

We presume that the NP ordering constraints will be similar to those for
XCOMP elements. In the absence of any data on this, we leave it as an
open question here.

6 Ordering constraints with topicalizations:
Relativized f-precedence

In the preceding section we have shown that our account gracefully models
some of the differences in the West Germanic infinitival constructions,
but there are some interactions that we have ignored. A rather crucial
one is the interaction between topicalization and word order in what is
traditionally called the middle field (the part of the sentence between
the subject and the verb in final position, thus excluding topicalized or
extraposed elements).

6.1 Basic facts
In (28) we illustrate the basic topicalization patterns found in Dutch.

(28) a. Het boek heeft Jan zeker gelezen.
The book has John certainly read.
'The book John has certainly read.'
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b. Gelezen heeft Jan het boek zeker.
Read has John the book certainly.
'John has certainly read the book.'

c. Het boek gelezen heeft Jan zeker.
The book read has John certainly.
'Read the book, John certainly has.'

d. Jan het boek gegeven heeft Piet zeker.
John the book given has Pete certainly.
'Pete has certainly given the book to John.'

e. Het boek heeft Piet Jan zeker gegeven.
The book has Pete John certainly given.
'Pete has certainly given the book to John.'

f.%Het boek gegeven heeft Piet Jan zeker.
The book given has Pete John certainly.
'Pete has certainly given the book to John.'

g. Het boek heeft Jan de kinderen laten lezen.
The book has John the children let read.
'John let the children read this book'.

NP dependents can be topicalized regardless of their level of embedding in
an XCOMP. This is illustrated in (a), (c), (e) and (g). Complete XCOMPS
can also be topicalized when embedded under auxiliaries or modals, as
illustrated in (d). Participles (or infinitives) can also be topicalized as
shown in (b). The topicalization of partial XCOMPs is not acceptable in
the dialect of the native speaker co-author of this paper, but its equivalent
is acceptable in German. We have the impression that speakers vary in
their acceptance of several of these patterns and are here describing a
rather lax dialect.

6.2 Interactions
The word order constraints that we have discussed above apply properly
to arguments and complements when they appear in the middle field,
but when we take ordering in topicalized position into account, those
constraints are no longer adequate. This is illustrated in (28g), where
het boek 'the book' precedes de kinderen 'the children' although it is
a dependent of a lower XCOMP. This topicalized word-order would be
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generated by the phrase-structure rule (29a),4 but it would violate the f-
precedence condition stated in the rules in (13), generalized here as (29b):

(29) a. S' —>• XP S , where

XP = { NP | VP | ... }
JxCOMPr (tXCOMP+)=4

V ' \ COMP J ' *

b. VP —> NP* V
(tXCOMP*NGF)=4-

V —> V / V
j (tXCOMP)=|
\(tXCOMP+ NGF)^f(

Intuitively, it seems that the restrictions on word-order that apply to
dependents in their middle-field positions do not operate when those el-
ements appear in topic position. However, the word order constraints
imposed by the f-precedence condition in (29b) apply globally across the
whole sentence; they are not limited to operate just within the middle
field. Given our phrase structure rules, we must be able to restrict our
ordering conditions to operate just within the VP domain. In essence,
the f-precedence predicate used in (29b), which is not sensitive to do-
mains of constituent structure, must be replaced by a more specific one
that takes certain dominance relations into account. This new predicate,
f-precedence relative to a category X, defines a relation on f-structure el-

4According to this phrase structure rule COMPS cannot be topicalized in Dutch. In
Dutch there are apparent exceptions:

(i) ??Dit boek te lezen zal ik niet vergeten.
This book read will I not forget.

Naar school gaan verzuimt ze nooit.
To school go failed she never.

?* Naar school gaan tracht ze nooit.
To school go tries she never.

As in English they only seem to occur with verbs that also take NP objects (cf. examples
in (ii)), so an account along the lines of the one given in Kaplan and Zaenen (1989)
should be possible.

(ii) Haar plicht verzuimt ze nooit.
Her duty failed she never.

* De taak tracht ze nooit.
The task tries she never.

Whether this would generalize to German is not clear. Reis (p.c.) gives German
sich verweigern as a verb that does not take an NP but allows topicalization. We
have not investigated the situation in enough detail to propose an account of the COMP
topicalization facts.
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ements according to the c-structure order of only some of the nodes they
correspond to. In particular, the c-structure order of two nodes is taken
into account only when the lowest node of type X that dominates one is
also the lowest node of type X that dominates the other. Formally, we say
that two nodes that appear in such a configuration are X codominated;
the nodes n\ and n^ in trees in (30a) and (30b) are VP codominated
whereas those nodes in (30c) are not:

(30) a. VP b. VP c. VP

n2 NP NP m VP

Til ^2 n2

The condition of X codomination enters into a relativized version of
f-precedence according to the following definition:

(31) For two f-structure elements /i and /2 and a category X,
f i f-precedes /2 relative to X iff for all ni in </>~J(/i) and f°r &U
ng in <^~1(/2), «i and n^ are X co-dominated and n\ <c n%.

We write f i <f /2 to indicate that /i f-precedes /2 relative to X, and use
this predicate in the modified version of the V rule:

(32) V — + V / V
(fXCOMP)=4.

This rule imposes ordering constraints only on the nodes that are codom-
.inated by VP (in this case the VP under S), and thus ignores topicalized
constituents that are outside of this ordering domain. Note that when a
VP itself is topicalized as allowed by (29a), the relativized f-precedence
condition must also hold of constituents within that VP.

In section 3 and 4 we proposed a flat structure for the NP dependents
of XCOMPS regardless of the level of embedding, but we did not flatten the
V verbal complex. The formal techniques that we have developed could
be further exploited to eliminate the intermediate V constituents. But
there are other conditions on what can be topicalized that argue against
such a phrase structure simplification. Consider example (33):

(33) . . . dat ze het boek heeft willen kopen.
. . . that she the book has wanted to buy.

It is possible to topicalize either of the infinitival complements, as shown
in (34), but it is not possible to topicalize the object of a more embedded
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verb along with a higher verb, leaving the more embedded verb in its
middle-field position. This is shown in (35) :5

(34) Het boek willen kopen heeft ze.
The book wanted to buy has she.

? Het boek kopen heeft ze gewild.
The book buy has she wanted.

(35) *Het boek willen heeft ze kopen.
The book wanted has she buy.

If we allow for a completely flat VP in which all the verbs are sisters
of each other and daughters of the VP, it would be difficult to state this
constraint. If we keep the right branching V chain as in rule (32), the
proper ordering directly emerges. The equation attached to the VP in the
topicalization rule (29a) insures that the topicalized material as a whole is
part of an XCOMP. The organization of the V both in topicalized position
and in the middle field guarantees that there are no 'holes' in either verbal
complex.

7 Conclusion
In this paper we have treated some of the word order variation in infinitival
complements in West Germanic. We have shown that our approach allows
us to account for the differences and similarities between Dutch and Zurich
German in a straightforward way. Within the confines of this paper it is
not possible to discuss the corresponding data for all variants of West
Germanic, but we think that our approach extends easily to these other
dialects. We have also not dealt with certain other issues in full detail:
for instance, the constraints on partial VP topicalization are not exactly
known and we have probably modeled them incompletely.

At a more fundamental level, our account raises questions about the
status of c-structure and of ordering constraints. LFG is different from
other frameworks in that it makes a clear division between a level of rep-
resentation that directly encodes order, the c-structure, and other levels
that do not, e.g. the f-structure. This allows us to isolate ordering con-
straints as either conditions on the c-structure itself or on the interaction
between the c-structure and other levels. The study of the constraints in
West Germanic show a rather intricate pattern of interactions: on the one
hand, ordering constraints have to be sensitive to f-structure information
without relying on a c-structure encoding of the f-structure hierarchy; on
the other hand, they are sensitive to some basic hierarchical organiza-
tion of the c-structure that divides the sentence into domains that have

5Por a discussion of the participle/infinitive alternation see den Besten et al. (1988).
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traditionally been recognized (e.g. the middle field and the Vorfeld, corre-
sponding here to the topicalization domain) but that are not recognized
as major subdivisions of the sentence in the generative tradition. Further
study should give us more insight into what motivates these domains.
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Linear Order, Syntactic Rank, and
Empty Categories: On Weak
Crossover
JOAN BRESNAN

Weak crossover has long been used as a diagnostic for syntactic phrase
structure configurations (e.g. Reinhart 1983a,b, Farmer, Hale and Tsu-
jimura 1986, Saito and Hoji 1983, Hoji 1985, Speas 1990, Mahajan 1990,
among many others). Languages that have English-like weak crossover
effects, such as Japanese according to Hoji (1985), are assumed to have
an underlying configurational structure resembling that of English. Lan-
guages that do not have English-like weak crossover effects, such as Hun-
garian according to Kiss (1987) and Hindi according to Mahajan (1990),
have been claimed either to have a nonconfigurational structure lacking a
VP altogether or to have scrambling out of VP into A-positions, a mech-
anism which preserves configurational structure but effectively destroys
the unique configuration for subject-object asymmetries provided by the
VP. The common assumption of such proposals is that the principles gov-
erning weak crossover reduce to c-command relations on syntactic phrase
structure configurations.

It is my purpose to challenge this common assumption by showing that
it is neither necessary nor sufficient to explain weak crossover effects. It is
not necessary because all of the evidence for subject-object asymmetries

This paper is a revision of "Linear Order vs. Syntactic Rank: Evidence from Weak
Crossover", CLS 30-1: Papers from the Thirtieth Regional Meeting of the Chicago
Linguistic Society, ed. Katie Beals, Jeannette Denton, Bob Knippen, Lynette Melnar,
Hisami Suzuki and Erika Zeinfeld (Chicago, 1994). Portions are reprinted with per-
mission of the Chicago Linguistics Society. The work originates in ideas first presented
in Bresnan (1984).
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in weak crossover can be explained in terms of the syntactic rank of pro-
noun and operator without any reference to c-command configurations.
It is not sufficient because there is an orthogonal condition on the linear
order of lexically represented constituents that constrains weak crossover
independently of syntactic rank.

I will begin by explaining the theoretical assumptions behind my use
of the concepts of syntactic rank and linear order. Then I will turn to
evidence that supports the need for linear order and shows the existence
of two types of null elements in both "pro-drop" and "movement" phe-
nomena: those which are represented in c-structure and those which are
represented only in f-structure.

1 Theoretical Assumptions
1.1 Correspondences between Parallel Structures
Lexical-functional grammar (LFG) factors the syntactic representation
of a sentence into parallel structures, including the c-structure and the f-
structure, as illustrated in (I).1 Each grammar defines a mapping /z2 from
c-structure nodes to f-structures, illustrated by the connecting arrows in
(1) (Kaplan and Bresnan 1982, Kaplan 1987):

1 Formally related architectures include Kac (1978), Sadock (1991), Jackendoff (1994),
and Andrews and Manning (1993), which connects some of these ideas to HPSG (Pol-
lard and Sag 1994).

On the inclusion of a level of argument structure distinct from c- and f-structure,
see Bresnan (1994a) and the references cited there.

2In Kaplan (1987) and elsewhere in this volume, the correspondence mapping between
' c-structure and f-structure is designated by (j> instead of /i.
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(1) Mapping \i between c- and f-structure:

NP

N 1 / V ^ S NP
^\

Mary I \wonl /Det N

SUBJ [PRED 'Mary']
TENSE PAST

PRED 'win{(t SUBJ), (t OBJ))'

OBJ

ADJ

DBF +

PRED 'bronze' I

PRED 'in((t OBJ))'

OBJ [PRED 'Barcelona']-

p, is mathematically a function, mapping each c-structure node onto a
unique f-structure. Among its functional properties are first, that it is
many-to-one, allowing different c-structure nodes to be mapped into the
same f-structure. An example is the initial focused constituent and the
gap node in (2). (In (1) and (2) nodes functionally connected by the
"head of relation are also mapped into the same f-structures, although
this is not so in some recent work (Andrews and Manning 1993, Alsina
1993).)
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(2) Many-to-one:

in Barcelona

[PRED 'bronze'

OBJ

SUBJ [PRED 'Mary'l
TENSE PAST

PRED 'win((t SUBJ), (f OBJ))'

PRED 'in((t OBJ))'
ADJ

OBJ [PRED 'Barcelona']

Second, p, is not onto: there are f-structures which do not correspond
to any c-structure node. An example is the null pronominal f-structure
circled in (3).
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(3) Not onto:

SUBJ QpRED 'PRO'JJ

PRED 'win((t suBj)(t OBJ))'
[DBF 4-

OBJ , ,. .[PRED bronze

TENSE PAST

PRED 'delight((tSUBj)(tOBj))'

OBJ [PRED 'Mary']

The null subject of the gerund is represented in the f-structure of (3),
but not in the c-structure. This null pronominal is a functional prop-
erty of nonfinite verbs in English. Because the verb is the head of its
f-structure clause, it can specify properties of that f-structure, such as the
presence of a null pronominal SUBJ (Bresnan 1982) and OBJ (Mohanan
1983, Simpson 1991, Hale 1983, Austin and Bresnan 1994). This manner
of representation reflects a basic intuition underlying the design of the
theory. F-structure represents the abstract function-argument organiza-
tion of syntax. C-structure represents the surface order and constituency
of forms of expression. According to this view, the proliferation of empty
categories in phrase structure is an unnecessary projection of functional
information onto the level of expression.

We can impose a condition on c-structure nodes to limit the use of
empty categories. According to this condition, every c-structure node
must be identified with a lexical element under the correspondence map-
ping fj,:

(4) Principle of Lexical Expression:
The mapping fj, from c-structure to f-structure must satisfy this
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condition: for every c-structure node N there is a lexical element
w such that p.(N) = n(w).

(4) constrains the distribution of null c-structure categories: for every
node N in c-structure, either (i) N dominates a lexical element with
which it is identified through // (namely, the head), or else (ii) N has
the same image under the mapping p, as another node N' that satisfies
condition (i). Suppose we had a null subject NP in c-structure as in (5):

(5) S

SUBJ

SUBJ^PRED 'PRO']

PRED 'win{(t suBj)(t OBJ))'

Such a null NP is excluded by (4) because there is no lexical element
w such that n(w) = ^([NP e ])• In contrast, the empty category in (2)
representing the gap is allowed because it is mapped by \i onto the same
f-structure as the initial focused constituent.

1.2 Syntactic Rank on F-structure
Only at f-structure are all grammatical pronominals, including null pro-
nominals, represented. In this framework, therefore, syntactic conditions
on pronominal binding must be defined on f-structures, not c-structures.
In place of the c-command relation which is assumed to constrain pronom-
inal binding (Reinhart 1983a,b), there is a ranking of f-structure elements
according to the functional hierarchy:3

3This formulation draws on unpublished proposals of K. P. Mohanan dating from
1980-1982 and J. Bresnan dated January 1987. Pollard and Sag's (1992) conception of
'o(bliqueness)-command' is essentially equivalent. All of these conceptions draw on the
functional hierarchy of Keenan and Comrie (1977) and others. Reinhart (1983b: 101-
6) proposes a similar formulation in terms of the relational hierarchy. Her arguments
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(6) Syntactic Rank:
For all f-structure elements A, B: A outranks B if A and B belong
to the same f-structure and A is more prominent than B on the
functional hierarchy (SUBJ > OBJ > OBL > COMPL > ... ), or A
outranks some C which contains B.

In terms of this ranking relation we can formulate an analogue of the
well known 'noncoreference' condition, which applies to null and overt
pronominals alike (Langacker 1969):

(7) Syntactic rank and noncoreference:
A pronominal P cannot outrank a constituent on which P is ref-
erentially dependent.

This condition can be illustrated by the following pattern of facts (Ross
1967):

(8) a. Maryj's firing herj friends
b. *herj firing Maryj's friends

In (a) and (b), the subject of the gerund is superior to the possessor of
its object. Hence, the latter can be referentially dependent on the former
(a), but the former cannot be dependent on the latter (b). In (9a) the
overt pronominal object her controls the implicit subject of the gerund,
and again the subject of the gerund—along with its controller—cannot
be referentially dependent on the gerund object's possessor. In (9b) the
controller is now her mother, so (7) no longer applies.

(9) a. * Visiting Maryj's friends delighted her,.
b. Visiting Maryj's friends delighted herj mother.

In English the rank of phrases on the functional hierarchy (SUBJ > OBJ
> OBL > COMPL > ... ) roughly corresponds to their depth of embedding

against such a formulation (pp. 103-6) either do not apply to the relational hierarchy
given here (which includes predicate and sentential complements below other argument
functions, and excludes adjuncts not included within arguments) or else fail to control
for independent differences in stress prominence between subjects and objects (Sells
1987). Thus, the apparent coreference asymmetry in (i) and (ii) disappears when the
subject is destressed as in (iii) or the object is given focus stress as in (iv):

(i) *Hej was fired before John, could get his pension.
(ii) They fired himj before John< could get his pension.

(iii) It would be WRONG for him; to be fired before John; could get his pension.
(iv) *HiMj they fired before John* could get his pension.
Subtypes of objects and oblique functions can be distinguished and ranked according

to their semantic case or thematic role (the Og and OBLg of Bresnan and Kanerva 1989,
Bresnan and Zaenen 1990, and elsewhere). See Dalrymple and Zaenen (1991) and
Dalrymple (1993: 168-77) for one formalization. COMPL designates other complements,
such as predicate complements and sentential complements (the XCOMPS and COMPS of
Bresnan 1982).
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in c-structure. Nevertheless, there are differences, which show that f-
structure rank offers some advantages over c-command. For example,
syntactic rank correctly captures the coreference patterns in examples
(10a,b), because the sentential complement is lower on the functional
hierarchy than the object NP in (a) and the oblique PP in (b):4

(10) a. *I convinced her, that Mary^ should be my domestic partner,
b. *I proposed to her, that Mary^ should be my domestic partner.

In (b) her fails to c-command Mary, but the noncoreference effect is the
same as in (a). The preposition in (b) functions to mark an oblique
complement of the verb, and in this case, the extra structural embed-
ding created by the PP over the NP is irrelevant to the noncoreference
condition, which looks only at the functional relation.

1.3 Linear Order on C-structure
While syntactic rank determines noncoreference relations in languages
like English, linear order is clearly implicated in other languages. Mo-
hanan (1983: 664-5) observes that in Malayalam, a Dravidian language
of southern India, pronouns cannot precede their antecedents, but null
pronominals are exempt from this restriction. Mohanan attributes this
exemption to the absence of null pronominals from c-structure. The linear
order condition is illustrated in (lla,b) from Mohanan. Example (lla)
contains an overt pronoun which precedes the antecedent, and hence can-
not be coreferential with it; in example (lib) the null pronoun replaces
the overt pronoun, and coreference is possible.5

(11) a. [awan aanaye nulliyatina seesam] kutti urarjni
he.N elephantA. pinched.it after child.N slept
'The child slept, after someone else/*the child pinched the
elephant.'

b. [aanaye nulliyatina seesam] kutti urarjni
elephantA pinched.it after child.N slept
'The child slept, after the child/someone else pinched the
elephant.'

If we reverse the order of the clause containing the pronominals and the
antecedent, coreference becomes possible in both cases.6

4The problem posed by such examples is observed by Reinhart (1983b: 179) and
Bach and Partee (1980: 13).

5The glosses of Mohanan (1981, 1983) are followed here; N and A abbreviate 'nomi-
native' and 'accusative' case, respectively.

6These particular examples resemble English participle constructions, which exhibit
subject control. However, as Mohanan (1983) shows, null pronominals in Malayalam
differ from English controlled 'PRO' constructions in that they can occur in all of
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Linear order is a relation on c-structure; hence, elements that are not
represented in c-structure cannot enter into linear ordering relations.7

Although f-structures are unordered, we can take into account some of the
c-structure properties of pronominals, such as their linear order, through
the correspondence mapping p,. p, induces an inverse image function /x"1

from f-structure to c-structure, defined by assigning to each f-structure the
set of c-structure nodes mapped onto that f-structure by /z, and assigning
the empty set 0 to an f-structure element that has no corresponding c-
structure node under /x. Referring to (2), one can see that the inverse
image of the FOCUS f-structure consists of the two NP nodes dominating
the bronze and the gap e; in (3), the inverse image of the circled f-structure
is the empty set.

Using the inverse mapping /x""1, we can define a relation off-precedence
as follows.8 An f-structure /i will f-precede another f-structure /2 if all of
the nodes in /j's inverse image under /x precede some node in /2's inverse
image. In other words, all of the c-structures nodes that correspond to
/i must precede at least some of the c-structure nodes that correspond to
h-

(12) F-precedence:
/i f-precedes /2 if and only if /x"1 (/i) and /x"1 (/2) are nonempty

and all c\ in /x-1(/i) precede some c2 in /x~1(/2).

This formulation takes account of the fact that f-structures may corre-
spond to sets of discontinuous or 'scattered' constituents in c-structure,
because of the many-to-one property of p. From this definition it fol-
lows that a scattered constituent cannot f-precede itself. If it did, all
of its nodes would precede at least one of its nodes, but that one node
could not precede itself. It also follows that a scattered constituent f-
precedes another constituent when all of its scattered parts precede the
other (13), but a constituent f-precedes a scattered constituent when (all
of) it precedes any scattered part (14). Ai and Ai represent a scattered
constituent A in (13) and (14).

(13) ... At ... A2... C ... [A f-precedes C]

the nonoblique functions (subject, object, secondary object) and they can occur with
tensed verb forms.

7A similar proposal is made in Kameyama (1985), following Bresnan (1984).
8The original definition of f-precedence given in Bresnan (1984) is adopted in

Kameyama (1985) and Kaplan and Zaenen (1988, 1989). It differs from the present
definition (12) in allowing the empty set of c-structure nodes to satisfy the f-precedence
relation vacuously, with the result that f-precedence is not an ordering relation on f-
structures. The present formulation yields an ordering relation, as sketched below.
Previous studies employing the original definition can readily be adapted to incorpo-
rate the present definition. See Kaplan and Zaenen (this volume).
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(14) ... A! ... C ... A2 ... [C f-precedes A]

Hence, of two scattered constituents which are interleaved, only one can
f-precede the other—the one whose rightmost part precedes the rightmost
part of the other, as in (15):

(15) ... Ai BI ... Az #2 • • • [A f-precedes B; B does not f-precede A]

This last observation suggests an alternative definition off-precedence:
that /i f-precedes /2 if and only if the rightmost element of n~l(fi)
precedes the rightmost element of n~l(h}- This alternative definition is
broader in scope than the definition in (12), as we can see by considering
the diagram in (16):

(16)

[PRED

PRED ...

According to (12), /x(V) does not f-precede /*(NP) in (16), because VP is
mapped onto the same f-structure as V, yet VP cannot precede the NP it
dominates. If we could pick out V and disregard the dominating node VP
in determining the c-structure order relations, then f-precedence would
hold. That is the effect of the revised definition of f-precedence given in
(17):9

(17) F-precedence (revised):
f i f-precedes /2 if and only if there are c\ and 02 such that GI
is a rightmost element in n~1(fi), c-i is a rightmost element in
/i~1(/2), and c\ precedes c%.

How does f-precedence compare to c-structure precedence? Both c-
structure precedence and f-precedence are ordering relations, but f-pre-
cedence is not equivalent to c-structure precedence, because of the mis-
matches between f-structure and c-structure. For example, it is possible
that ci precedes c% but /z(ci) does not f-precede n(cv). Consider (2). In
that example the bronze precedes Mary in c-structure, but p,(the bronze)

9The revised definition gives symmetrical results whether the VP in the c-structure
of (16) is head-initial or head-final; the earlier formulation (12) allows f-precedence to
hold only in the head-final case because of the asymmetry in quantification.
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does not f-precede p,(Mary) in f-structure. The reason is that the bronze
and its gap are both mapped onto the same f-structure, and the gap fails
to precede Mary, which would be required for f-precedence to hold (cf.
(14) and (15)). However, n(the bronze) does f-precede the ADj(unct) in
Barcelona.

It is also possible that f\ f-precedes /2, while c\ in p ~ l ( f \ ) does not
precede 02 in fJ.~l(fz)- Consider (18):

(18)

Det

how

Here fi(his) f-precedes n(e) = p,(how sure of his ideas) because his pre-
cedes the gap e, but his does not precede the AP how sure of his ideas
because the latter dominates it.

We can now formulate the condition on Malayalam noncoreference
given by Mohanan (1983: 664) in terms of the relation of f-precedence:

(19) Linear order and noncoreference:
A pronominal P cannot f-precede a constituent on which P is
referentially dependent.

Essentially, f-precedence allows f-structure elements to inherit a linear
order relation from the c-structure elements they correspond to under
the mapping p.. In the case of pronominals, f-precedence will distinguish
those which are represented by a lexical element in c-structure from those
which are not. Only the former will bear precedence relations to other
constituents. Thus the null pronominal in (11) does not f-precede n(kutti),
the f-structure corresponding to the antecedent 'the child', because the
inverse image of the null pronominal under (JL is empty and the condition
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for f-precedence is not met. In other words, a null pronoun in f-structure
has no linear ordering relations in c-structure to inherit.

1.4 Weak Crossover
Both syntactic rank and linear order potentially restrict the binding of
pronominals by operators, producing so-called 'weak crossover' effects.
We can formulate these conditions as in (20) and (21):

(20) Syntactic rank and operator binding:
The pronominal binding domain of an operator O is restricted to
the set of f-structure elements that O outranks.

(21) Linear order and operator binding:
The pronominal binding domain of an operator O excludes all
f-structure elements that f-precede O.

Let us take the term 'operator' for the moment to include quantifier
phrases such as everyone, no woman, and tuft-interrogative phrases such
as who, which suspect. What counts as an operator is discussed in more
detail subsequently (section 4.1).

Observe that the syntactic rank of the quantifier and pronoun differ
in (22b) and (23b).

(22) a. Hisj mother visited John^ on the night of the murder.
b. *HiSj mother visited everyone^ on the night of the murder.

(23) a. John* was visited by hisj mother on the night of the murder,
b. Everyone^ was visited by his* mother on the night of the mur-

der.

In the bad example of operator binding (22b), the quantifier is the object
of a verb, while the pronoun is contained in the subject of the same verb;
the object does not outrank the subject or the subject's constituents.
In the good example of operator binding (23b), the operator is now the
subject of the passivized verb, and the pronoun is contained in the prepo-
sitional object immediately following the verb; the subject outranks the
prepositional object and its constituents.10 The relative rank of the oper-
ator and pronoun correlates with their linear order: in the bad example,
the pronoun f-precedes the operator; in the good example, it does not.

The domain conditions (20) and (21) also explain similar contrasts
involving a wh- phrase operator extracted from the object or subject po-
sition, as in (24):
10The insight that an operator can bind only those pronominals that it outranks is
due in essence to Reinhart (1976, 1983a), who originally formulates it in terms of
c-command. As we have already observed, c-command correlates fairly closely with
syntactic rank in English.
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(24) a. ?*Which suspect* did his* mother visit on the night of
the murder?

b. Which suspect j was visited by his* mother on the night
of the murder?

In (24a), just as in the preceding ungrammatical case, the operator does
not outrank the pronoun that it binds, because which suspect is the object
of visit, while his is contained in the subject. Although the fronted wh-
word actually c-commands the pronoun, only the extraction site of the
wh- phrase ( ) counts for purposes of syntactic rank. This fact follows
from our formulation in terms of the functional hierarchy in (6). Most
accounts based on c-command stipulate that only 'argument positions'
in phrase structure—that is, the clause-internal positions of subjects, ob-
jects, and other complements—count for calculations of relative syntactic
rank for binding purposes; the nonargument ('A') positions of extracted
constituents are excluded. In (24b), the operator is the subject and so
outranks the pronominal contained in the prepositional object. In both
(24a) and (24b) there is again a correlation between syntactic rank and
linear order: the pronoun precedes the extraction gap in the (a) example,
but not in the (b) example; hence the pronoun f-precedes the wh- phrase
in the (a) example, but not in the (b) example.

Reinhart (1976, 1983a) argues that a syntactic rank condition is
needed independently of linear order in cases such as (25):

(25) *Your eating everyonej's food annoyed him*.

Here the pronoun is not in the domain of the operator and the variable
binding interpretation, "For every person x, your eating z's food annoyed
x" is not possible.11

In summary, in the predominantly right-branching syntax of English,
the syntactic rank of the major clausal phrases corresponds not only to
their depth of embedding, but also fairly closely to their linear order in
the clause, a phrase on the left outranking a phrase to its right. Thus,
the subject of a verb precedes the more deeply embedded object, and the
object precedes the more deeply embedded prepositional object. Linear
order relations are therefore roughly parallel to relations of syntactic rank.
In each of the bad weak crossover cases discussed above, the pronoun in
fact f-precedes the operator that binds it, but because the operator is
also lower in rank than the pronoun, syntactic rank alone can explain the
effect.
11 Note that coreference with a plural pronoun is possible, giving a group interpretation
of everyone which, following Reinhart, we can assume is not an operator: Your eating
everyone^ 's food annoyed thenti. See section 4.1 for analysis of violations of syntactic
rank similar to (25) but acceptable.
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2 Linear Order vs. Syntactic Rank
A number of researchers have argued for an effect of linear order on weak
crossover, including Mohanan (1981), Bresnan (1984), Sells (1984) (cf.
Shlonsky 1992), Haider (1989), Georgopoulos (1991a,b), and Williams
(1994). In fact, early generative work recognized a leftness effect on pro-
noun antecedent relations (Langacker 1969) and the binding of pronouns
by quantifiers and other operators (Postal 1972, Jacobson 1977, Chom-
sky 1976). But following the lead of Reinhart (1976, 1983a,b), subse-
quent work has attempted to reduce all leftness effects to c-command
and other order-free conditions on operator binding relations, such as bi-
uniqueness (Koopman and Sportiche 1983) or parallelism (Safir 1984).
More recently, the proposal that linear order affects the pronominal bind-
ing domain of operators hi English has been revived from data on double
objects by Barss and Lasnik (1986), only to be demolished by Larson's
(1988) reanalysis of the verb phrase, which is expressly designed to build
up a direct correspondence between the linear order of objects in the
VP and their depth of embedding, a correspondence further extended in
Pesetsky (1992). The idea that scrambling can consist of movement to
an A-position (Mahajan 1990) further reduces many leftness effects on
pronominal binding found in scrambling languages to c-command. Such
work has led to what is now the consensus view among many theorists
that precedence plays no role in binding theory or conditions on opera-
tor binding. Indeed, in very recent work by Kayne (1993) it is proposed
that precedence relations between constituents are simply a homomorphic
projection of their asymmetric c-command relations.

Despite the difficulties of disentangling precedence effects from those
of rank in English and typologically similar languages, there is evidence
that the linear order of constituents can independently influence binding.
In what follows, I will first show that a leftness effect on operator binding
of pronominals is present even in English, although it is largely masked by
the coincidence of syntactic rank, linear order, and depth of embedding
in the overall syntax of the language. Next, I will consider weak crossover
in Palauan, a Western Austronesian language spoken in the Western Car-
olines of the Pacific (Georgopoulos 1991a,b). In this VOS language the
linear order of object and subject are opposite to then: syntactic rank. Fi-
nally, I will consider weak crossover in Malayalam, which allows extensive
free order or scrambling (Mohanan 1981, 1983). In the Malayalam data I
present, linear order and NOT syntactic rank determines the pronominal
binding domain of operators.
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2.1 English
There are several sources of evidence for linear order effects on weak
crossover in English. First, oblique arguments can often be fairly freely
reordered, and in such cases we find a contrast in possible binding, as in
(26a,b) and (27a,b):12

(26) a. *WhOj did you talk about her, parents with?
b. Who, did you talk with about herj parents?

(27) a. *WhOj did you talk with her, parents about?
b. Whoj did you talk about with herj parents?

Second, in (28a) pronominal binding by an operator is excluded from
the PP into the AP. Yet the noncoreference effect in (28b) shows that
the PP complement to seems outranks the predicate complement AP. In
(28c) the linear order of PP and the predicate complement is reversed,
eliminating the weak crossover effect:

(28) a. *Clinton seems proud of herj to every woman appointeej.
b. *Clinton seems proud of Maryj to herj.
c. Clinton seems to every woman appointeej to be proud of herj.

Third, some verbs allow reordering of their PP and CP complements.
Again, a precedence effect is observable, as in (29):

(29) a. ?*They explained how hej should dress to every male
applicant j.

b. They explained to every male applicant how hej should
dress.

12Examples like these have been much discussed in the literature. Jackendoff (1990:
432-4) provides a number of examples parallel to (26) in his critique of Larson's (1988)
analysis of the VP. In his reply to Jackendoff, Larson (1990: 607-9) proposes that while
the first PP c-commands the second PP in examples like (26b), examples like (26a)
are derived by "light predicate raising", which creates a structure in which neither
PP c-commands the other. However, Larson's proposal wrongly predicts that both of
(26a) and (27b) are ungrammatical as weak crossover violations. (Larson's example
(31e) is * Which marij did you talk about to hisi son? Yet this example is quite
awkward independently of weak crossover: cf. ?? Which man did you talk about to
us? Larson's example is grammatical with with replacing to, as in (27b)). While the
two PP complements of talk are asymmetrical in some other respects, as Larson notes,
these may well be attributable to differing internal functions of the prepositions: the to,
with preposition may serve to grammatically mark an NP argument of the verb (thus
lacking a PRED attribute in f-structure), while the about preposition may semantically
head the PP (thus having a PRED attribute in f-structure). This difference would
interact with reflexive binding, on the theory of Dalrymple (1993). However, it would
not affect weak crossover, given the definition of operator complex in section 4.1 below.
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Fourth, fronting of an AP complement containing a bound pronominal
to a position preceding the operator destroys the binding relation:

(30) a. How sure of his$ ideas does John* seem?
b. *How sure of hisj ideas does everyonej seem?

(Cf. How sure does everyone seem?)

Observe that the subject in (30a,b) outranks the AP complement and
its constituents, including the pronominal his, just as in the unmoved
versions.13 This is shown in (31):

(31) a. John, seems sure of his* ideas.
b. Everyone^ seems sure of hisj ideas.

Thus it must be the linear order of the pronoun and quantifier and not
their f-structure relations that are affecting the pronominal binding.

These facts of English suggest that there is indeed a leftness effect
on operator binding independent of syntactic rank, though it is largely
masked by the coincidence of order and syntactic rank in the overall syn-
tax of the language. English has both the linear order and syntactic rank
conditions on pronominal binding by operators, given in (20) and (21).

2.2 Palauan
In languages in which left-to-right linear order does not correspond to de-
scending syntactic rank, linear order effects can be seen clearly. In a VOS
language, for example, the subject outranks the object, but the object
precedes the subject, reversing the linear order we find in English. All
things being equal, if rank alone determines the domain of operators, we
would expect exactly the same pronominal binding effects that we have
in English. If linear order restricts the domain, however, then the bind-
ing effects should diverge. Palauan, a Western Austronesian language
of Micronesia with VOS order, provides an excellent test case, because
its pronominal binding properties have been thoroughly studied by Geor-
gopoulos (1991a,b).

Georgopoulos (1991a: 210-11) observes that weak crossover phenom-
ena in Palauan "exhibited practically the mirror-image of what is pre-
dicted of these constructions" under various order-free formulations of
the constraints on operator binding. That c-command alone (or syntactic
rank in our terms) is not sufficient is shown by examples like (32). Here
the quantifier subject outranks the pronominal contained in the object,
but the VOS order means that the pronominal f-precedes the quantifier:14

13In fact, because the f-structures of extracted constituents are shared by two functions
(the FOC or TOP function of the displaced constituent and the within-clause function
of the gap), the f-structures of (31a,b) are actually substructures of those of (30a,b).
14The possessive pronominal represented by the possessive inflection on the head noun
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(32) *toltoir er [a rederir] a rebek el 'ad
R.3p./ove P motfter.3p*.(pro*) [every L person]i
'Everyone* loves their* mother.'
(Georgopoulos 1991a: ex. (57c), p. 211)

That linear order alone is not sufficient for binding is shown by examples
like (33). Here the quantifier object f-precedes but does not outrank the
pronominal contained in the subject:

(33) *toltoir er a rebek el 'ad [a rederir]
R.3p./ove P [every L person]i mo£fter.3p*.(pro*)
"Their* mother loves everyone*.'
(Georgopoulos 1991a: ex. (56c), p. 211)

Thus, Georgopoulos (1991a: 211) suggests that Palauan requires both
c-command and linear precedence of the binder at s-structure. This cor-
responds exactly to our generalization about weak crossover in English
given above. English and Palauan have the same linear order and syntac-
tic rank conditions on operator binding given in (20) and (21).

There is one respect in which Palauan weak crossover effects seem NOT
to match those of English. When the subject of the preceding Palauan
example is topicalized or questioned, the result has "unblemished gram-
maticality" (Georgopoulos 1991a: 212):

(34) a rebek el 'ad a oltoir er [a rederir]
[every L person]* R.love P mo£fter.3p*.(pro*)

'Everyone* loves their* mother.'
(Georgopoulos 1991a: ex. (58c), p. 212)

English operator extractions, in contrast, preserve the binding violations:

(35) a. *His* mother loves everyone* in that room,
b. *Everyone* in that room, his* mother loves.

However, there is a straightforward explanation for this difference be-
tween the two languages. Georgopoulos (1991a) shows that unlike En-
glish, Palauan extractions always involve an in situ resumptive pronom-
inal and are not subject to the 'island' or 'subjacency' constraints on
extractions found in English. Weak crossover effects disappear when such
a pronominal replaces the operator:

(36) Everyone* in that room is such that his* mother loves him*.

In general, constructions in which resumptive pronouns are bound by
operators lack weak crossover effects; this has been observed for Swedish

is glossed as pro by Georgopoulos. Georgopoulos' glossing abbreviations used here
include L for 'linker', P for 'preposition', R for 'realis mood', and 3p for 'third person'.
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and Hebrew (Sells 1984, Shlonsky 1992), Irish (McCloskey 1990), and
Tuki (Biloa 1993), for example. In such cases there is no extraction and
there is no gap; within the clause the resumptive pronoun occupies the
argument position and bears the subject or object function. The clause-
internal pronouns are anaphorically bound to the clause-external phrase
by a separate mechanism that is not specific to operators (Bresnan and
Mchombo 1987).

In sum, our comparison reveals common principles underlying the su-
perficially differing weak crossover constraints on operator-pronominal
binding in English and Palauan. In both languages, the domain of
variable-binding operators is restricted by linear order AND syntactic rank
((20) and (21)). In the core cases of English, precedence coincides with
syntactic rank. In the core cases of Palauan, precedence and syntactic
rank are opposed.

2.3 Malayalam
Another language type in which linear order does not necessarily cor-
respond to syntactic rank is a scrambling or so-called free word order
language, such as the Dravidian language Malayalam of southern India.
We have already seen an illustration of Mohanan's (1983: 664-5) observa-
tion that in Malayalam pronouns cannot precede their antecedents. In the
following Malayalam examples, the antecedent is an operator, in this case
a quantifier phrase (QP), and the same generalization holds.15 Example
(37) shows that a quantifier phrase (QP) subject may bind both null and
overt pronominals embedded in a following object:

(37) inna oofoo kuttiyum sahaayiccu
today each cfttW.N helped
[innale (aware) sakaaricca striikale]
yesterday (they.A.) scolded.REL woman.A
'Today each child^ helped the women who scolded thenij
yesterday.'

Example (38) differs only in the ordering of the main constituents of the
sentence, the object containing the embedded pronouns now preceding the
subject QP antecedent. A difference emerges in the binding possibilities
of this example:

15 These data on operator binding of pronominals in Malayalam were obtained by ques-
tionnaire from Tara Mohanan and K. P. Mohanan (personal communication, November
16, 1993). The glossing abbreviations are N, A, and REL for 'nominative', 'accusative',
and 'relative'. The data given here reflect the judgments of K. P. Mohanan, except
where otherwise noted.
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(38) [innale (*awafe) sakaaficca striikale]
yesterday (they.A.) scolded.KEL woman.Pi.
inna ooroo kuttiyum sahaayiccu
today each child.N helped
'Today each childj helped the women who scolded thenij
yesterday.'

Here the overt pronoun cannot precede its QP binder, and the null
pronominal is exempt from this condition. (The overt pronoun is un-
grammatical only for the interpretation indicated, in which it is bound by
the operator. It may grammatically be used for other reference.)

An even more striking contrast emerges in examples (39) and (40),
where the quantifier phrase is an object binding an overt or null pronomi-
nal embedded in the subject. The possibility of binding again depends on
the relative linear order of pronominal and QP, exactly as in the preceding
examples:

(39) ooroo kuttiyeeyum inna sahaayiccu
each child.\ today helped

[innale (aware) sakaaricca strii]
yesterday (they.N) scolded.REL woman.N
'The woman who they, scolded yesterday helped each
childi today.'

(40) [innale (*awara) sakaaricca strii]
yesterday (they.w) scolded.REL woman.N
inna ooroo kuttiyeeyum sahaayiccu
today each child.A. helped
'The woman who they* scolded yesterday helped each
childi today.'

Observe that in these examples, the operator does not outrank the
pronominal. Thus operator binding is constrained by linear order and
NOT by syntactic rank, as originally observed by Mohanan (1981,1983).16

(Again, the overt pronoun is ungrammatical only for the interpretation
indicated, in which it is bound by the operator. It may grammatically be
used for other reference.)

One might suspect that these examples do not involve true operator
binding: in view of the use of the plural forms of the pronoun aware
16Here the judgments of Tara Mohanan differ from those of K. P. Mohanan: she
disallows example (39) with a null pronoun and finds example (40) questionable with
a null pronoun. These judgments suggest the tentative generalization that in her
speech the operator must either outrank or f-precede the pronominal. Tara Mohanan
also differs from K. P. Mohanan in being a bilingual speaker of Hindi.
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'they' used in these examples, the pattern might simply reflect ordinary
coreference of a plural pronoun with a group-denoting phrase (cf. n. 11).
A referential NP of this type would be subject to the same noncorefer-
ence condition previously observed in (19) for nonoperator NPs, and that
would explain the data without any implications for operator binding and
weak crossover. However, Mohanan (1981: pp. 50e,f) shows that both in-
terrogative and quantifier phrase operators in Malayalam differ in their
binding conditions from simple referential NPs such as proper nouns: un-
like simple NPs, the operators must f-command the pronoun they bind.17

In other words, the minimal clause or predication structure that contains
the operator must also contain the pronoun. This difference is illustrated
in (41a-c):

(41) a. [meeri joonine umma weccu enna]
Mort/.N John.\ kiss placed that
awan parannu.
/ie.N said
Lit.: 'Het said that Mary kissed John^.'

b. * [meeri aare umma weccu enna]
Mory.N who. A kiss placed that
awan parannu.
he.N said
Lit.: 'Whoj did he, say that Mary kissed?'

c. * [meeri ellaawafeyum umma weccu enna]
Mary.N all.\ kiss placed that
awar parannu.
they.N said
Lit.: Theyj said that Mary kissed everyone*.'

Observe that in (41c) a plural pronoun is used with the quantifier, which is
subject to the same f-command condition on operator binding as the other
operators. We can therefore conclude that these Malayalam examples
involve true operator binding.

How do we know that the left-to-right linear order of constituents
in Malayalam does not necessarily correspond to their asymmetric c-
command relations? After all, Mahajan's (1990) analysis of Hindi (an
Indie language with many area! similarities to Dravidian) builds exactly
this correspondence into the theory of scrambling. For Mahajan (1990:

17Mohanan (1981) refers to this relation as c-command, assuming a VP-less c-structure
for Malayalam; f-command (Bresnan 1982) provides an equivalent constraint here, irre-
spective of the presence of a VP. However, the f-command formulation also encompasses
null pronominals not represented in c-structure.
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p. 42), "clause internal leftward scrambling is to an A position"—such
as the Specifier of a higher functional projection; clause external scram-
bling is leftward to an A' position. Thus scrambling produces binary
right-branching structures in which a phrase c-commands everything to
its right and is c-commanded by everything to its left. Now weak crossover
for Mahajan requires that "to be construed as a bound variable, a pro-
noun must be c-commanded by a binder and its variable (if there is one)
at s-structure" (p. 23). The innovation of requiring the binder itself and
not just its variable to c-command the bound pronoun means in the con-
text of the scrambling theory that a binder must precede any pronoun it
binds.

These assumptions can account for Malayalam examples like (37) and
(39), where the binder is to the left of the bound pronoun. (Note in
(39) in particular the assumption that the clause-initial position of the
object is an A-position prevents its trace in the pre-scrambling position
from counting as a variable and thereby triggering a weak crossover vio-
lation.) But they cannot explain the binding of the null pronouns in the
phrases which precede the binder in (38) and (40). Nor would it help
to invoke reconstruction (the replacement of moved material back into
its pre-movement position in Logical Form) to explain the binding of the
null pronominals: in (40) the operator object never c-commands the null
pronominal contained in the subject, even after reconstruction. Nor can
these assumptions explain noncoreference effects in (11) with nonoperator
antecedents.

In contrast, these binding differences between the null and overt pro-
nouns follow from the linear order condition on c-structure (which is Mo-
hanan's original insight formalized here in terms of f-precedence). More-
over, the f-precedence condition can account not only for the Malayalam
generalizations but for Mahajan's Hindi data on weak crossover as well.
We need only assume for Hindi, following Mohanan (1990), Butt (1993)
for Urdu, and Mohanan (1982) for Malayalam, that the clause-internal
ordering of nominal constituents is syntactically free, so that alternative
orders are base-generated without extraction gaps. Mahajan's data on
weak crossover in Hindi then follow from the same linear order condition
given for Malayalam: a pronoun cannot f-precede its binder. Hence, lin-
ear order can provide a more general account of pronominal binding than
c-command for some scrambling or free word order languages.18

18This claim appears to be true as well for Hungarian (Kiss 1987). For German
(Haider 1989) and Korean (Lee 1993), linear order overrides syntactic rank under
certain circumstances (Choi 1994).
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In sum, these generalizations from Malayalam, Palauan, and English
show us that quite independently of syntactic rank, linear order can re-
strict the pronominal binding domain of operators.

3 Probing for Empty Categories
The existence of an irreducible linear order condition on binding has inter-
esting consequences. Linear order can be used as a probe for empty cate-
gories: if empty categories exist in phrase structure, then they bear prece-
dence relations for binding, as originally observed by Mohanan (1983)
(also Bresnan 1984, Kameyama 1985). It turns out that some kinds of
hypothesized empty categories do bear predecence relations, and some do
not.

In Malayalam or Hindi, if the clause-internal scrambling of an operator
over a pronoun left an extraction gap, the pronoun would f-precede the
operator, causing a weak crossover violation as illustrated in (42):

(42) * [Opi]oBJ • • • [• • • proni ... ]SUBJ • • • fa] . •.
But this kind of violation does not occur in Malayalam according to Mo-
hanan (1981) or Hindi according to Mahajan (1990). A Hindi example is
shown in (43):19

(43) [kis-koj uskiij bahin pyaar kartii thii?]
who-(vo) his sisier.(suB) love do.lMP.F &C.PST.F
'Who* was loved by his* sister?' Lit.: *'Whoj did hisf sister
love?' (Mahajan 1990: p. 26)

We can infer that there is no gap in (43) and the clause internal order
is simply syntactically free constituent order.20 In contrast, extraction of
the operator from a clause-internal to a clause-external position in Hindi
does produce a weak crossover violation, as illustrated in (44):

(44) *[kis-koj uskiij bahin-ne socaa [ki
who.(vo) his sister-(suB) thought that

19Mahajan's (1990) glosses are used here. They include DO, SUB, EDO and ESUB for
'direct object', 'subject', 'embedded direct object' and 'embedded subject'; IMP, p, and
PST stand for 'imperfect', 'feminine', and 'past'.
20Pree order of this type could be represented either by a flat c-structure in which sub-
ject and object are unordered sister constituents, as in Mohanan (1982), T. Mohanan
(1990), Simpson (1991), and Butt (1993a,b), or by a hierarchical c-structure in which
subject and object can be generated in situ in TOPIC and FOCUS positions, as in King
(1993). The latter analysis requires no extraction gaps as long as all arguments occur
within the local region of c-structure projections that are co-mapped into the same f-
structure (approximately corresponding to Grimshaw's (1991) 'extended projection').
The choice among representations must depend upon constituency considerations in-
stead of binding behavior.
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raam-ne [e]{ dekhaa thaa]?]
ESUB) seen 6e.PST
was it that his$ sister thought that Ram had seen

him*?' Lit.: *'WhOj did his* sister think that Rani had
seen? (Mahajan 1990: p. 39)

In (44) the pronoun lies in the matrix clause, where it must precede
any gap within the following embedded clause. If the pronoun instead
occurred in the embedded clause, then by clause-internal free order, it
could follow the gap and there should be no weak crossover violation.
This prediction is true, as shown in (45):

(45) [kis-ko, raam-ne socaa [ki [e]j
wfto.(EDO) flam.(suB) thought that
uskii, bahin-ne dekhaa thaa]?]
his sister. (SUB) seen &C.PST
'Whoi did Ram think was seen by hisi sister?' Lit.: 'Who*
did Ram think that his, sister had seen?' (Mahajan 1990:
p. 42)

Thus we can infer that clause-internal reorderings in Hindi as in Malay-
alam are free constituent order (under one of the interpretations in foot-
note 20), while nonlocal reorderings involve extraction gaps.

We can also see that English interrogative and topicalization extrac-
tions also leave gaps, even when local to the clause:

(46) a. ?*To whonij did Mary seem proud of hinij ?
b. ??Who(m) did they explain how hei should dress to ?
c. ?*Everyone, in the room, I talked about his, coursework with

The problem in each of the examples can be attributed to the pronominal
binding, as control examples in (47) indicate:

(47) a. To whom did Mary seem proud of herself ?
b. Who(m) did they explain how we should dress to ?
c. Everyone* in the room, I talked about coursework with

If we assume that the gaps in (46) are represented by empty cate-
gories in c-structure, then the failure of binding is explained. In (46a),
for example, the pronoun then f-precedes to whom, because the gap fol-
lowing the pronoun is mapped by \i onto the same f-structure as the wh-
phrase.21 If there were no gap in this example, then the interrogative
21This example is an instance of (14), with the pronoun as C preceding the gap as A%.
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would f-precede the pronoun and the similarity to (28a) * Clinton seems
proud of heri to every woman appointee^ could not be captured. Syntactic
rank cannot explain these examples, because as we observed above, the
operator outranks the pronoun in each case.

The further contrast between (46b) and (48) also follows at once, be-
cause the controlled null subject of the infinitive in (48), lacking a c-
structure category, does not precede the wh- gap, and so fails to f-precede
the wh- operator:

(48) Who(m) did they explain how to dress to ?

Similarly, as we have seen, the null pronominals of Malayalam have no
linear order effects on binding.

We see that extraction gaps crucially determine the precedence re-
lations that restrict operator binding domains, while free ordering and
null pronominals do not. These results are consistent with our hypothesis
that only the former are represented in c-structure, by the Principle of
Lexical Expression (4). Null pronominals are completely unexpressed in
c-structure.

At first sight, the precedence effect in the Palauan example cited above
(32) seems to show that null pronominals pattern with overt pronouns.22

Here, however, the noun rederir 'mother.Sp' is inflected for a third per-
son possessor. When an overt NP possessor is not present, a third person
pronominal possessor is implied by the possessive inflection. This inflec-
tion is thus analogous to the Chichewa verbal subject prefix, which is
shown by Bresnan and Mchombo (1986,1987) to be functionally ambigu-
ous between a marker of grammatical agreement and a morphologically
bound pronoun.23 To speak of "null pro(noun)s" or "pro drop" in such
cases is inaccurate because, as noted by Bresnan and Mchombo (1987:
22Jaeggli and Safir (1989: p. 18) also note that Spanish null pronouns pattern like
overt pronouns rather than PRO with respect to weak crossover.
23Georgopoulos (1991a: pp. 48-51) argues against the interpretation of the Palauan
agreement inflections as bound pronouns, appealing to the noncomplementary dis-
tribution of the inflections and lexically filled NPs, whether as simple arguments or
conjuncts, and their parallel role in binding phenomena. She then observes (p. 50),
"As an alternative to the foregoing arguments for pro, we could assume that an NP
node is present only when it contains lexical material, even though an argument se-
lected by a head is not always lexical." (This is, in effect, the analysis advocated by
Bresnan and Mchombo 1987.) After pointing out that on this alternative, transitivity
could not be defined uniformly on the phrase structure representation (it is defined on
the f-structure for Bresnan and Mchombo 1987), she concludes: "Such a consequence
is not only incompatible with X' theory, theta theory, and theories of the lexicon,
but it requires parallel principles of structure where one (that the argument position
is always present [in phrase structure—JWB]) will do. The alternative approach is
therefore rejected." This reasoning, of course, begs the question: the arguments in
favor of the theoretical architecture she assumes simply reduce to a restatement of the
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765), the affix itself is the pronoun: the mapping (j, from c-structure to
f-structure associates an f-structure pronominal with the affix of the in-
flected verb or noun, as illustrated schematically in (49) .24

(49) V

SUBJ [PRED 'PRO']

PRED ...

Pronominals expressed by such affixes therefore inherit linear order re-
lations from the affix. Malayalam, in contrast, lacks agreement affixes.
Hence, the null pronominals of Malayalam cannot inherit linear order re-
lations from their morphological expression.25 The same is true of the
null controlled pronominal in English.

The evidence from Malayalam thus supports the hypothesis that true
null pronominals are exempt from the precedence restriction on binding
domains, while extraction gaps are not. These results conflict both with
the proposal that there are no empty categories (Kaplan and Zaenen 1988,
Zaenen 1989, Pollard and Sag 1994: ch. 9, Sag and Fodor 1994) and with
the assumption that all lexical arguments are syntactically represented by
phrase structure categories via the Projection Principle (Chomsky 1981).
Instead, it appears that empty categories exist for extraction gaps, but
not for (true) null pronominals, and the principle which distinguishes the
two types is something like the Principle of Lexical Expression (4). In
other words, null elements can exhibit precedence effects only if they are
represented by some lexical element (such as a displaced wh- constituent
or an agreement inflection) in c-structure.

4 Other Factors
A number of known factors not specific to the proposal advanced here
affect weak crossover.

basic assumptions of that theoretical architecture. In fact, no duplication of principles
of binding is required if they are defined over f-structures rather than c-structures.
24For more on the relation between inflections and f-structure, see Andrews (1990).
25The verb in Malayalam optionally specifies the pronominal content of its direct
verbal arguments as properties of the f-structure of the entire clause headed by the
verb.
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4.1 Operator Complexes
The class of variable binding operators subject to the domain conditions
discussed here is generally held to include not only QPs headed by every,
no, and the like, but also interrogative phrases who, what, which X, whose
X, and focused or topicalized constituents.26 It is necessary to extend this
class to a larger set of constituents that I will call operator complexes.

A simple characterization of operator complex is that it is a phrase
that "Pied Pipes" (Ross 1967) with an operator, as illustrated in the
following example:

(50) / Operator

Whose brother's friend did you visit?

^ Operator complex

What counts as an operator complex varies across languages and may
be somewhat variable across speakers of the same language.27 Common
English operator complexes include phrases whose specifiers are (true)
variable-binding quantifiers (e.g. every woman, no man, which book), pos-
sessors (e.g. no man's children, whose sister's friend), and prepositional
phrases dominating operator-complex objects (e.g. to every woman, etc.).
In the case of simple NP (or DP) operators such as who, whom, everyone,
no one, which are not dominated by Pied Piping material, we can take
the phrase itself to be its own operator complex.

The crucial property of operator complexes is this: an operator O
which by itself does not outrank a pronoun can bind that pronoun if O
belongs to an operator complex that does outrank the pronoun.28 This
phenomenon is illustrated in (51) and (52), where the binder in the (a)
examples does not outrank the pronoun it binds, but the complex it is
contained in does.

(51) a. Everyonej's mother loves his* cute ways,
b. Everyone's mother,- loves her,- free time.

26Lasnik and Stowell (1991) argue that only true quantifiers should count as operators
in this domain. See Postal (1993) for qualifications.
27In Malayalam (Mohanan 1981), in Chinese (Higginbotham 1980), and in Hungarian
(Kiss 1987), it appears that an operator complex is limited to the operator phrase
itself.
28I will not explore the semantic basis for this phenomenon here. It is possible that
every, which, and the other variable-binding operators are 'unselective' quantifiers or
polyadic operators over all of the predicates in the operator complex:

(i) every man's mother: (Vi,y)((x a man)(j/ the mother of x) -»...)
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(52) a. Whose* mother loves his$ cute ways?
b. Whose mother, loves her, free time?

The domain of an operator is thus defined by its operator complex, and
its precedence restrictions are defined with respect to that complex as
well:

(53) *Whose mother j is her^ free time loved by?

In (53), herj does not f-precede whose, but it does f-precede the operator
complex of whose, by virtue of preceding the gap of whose motherj.

The conditions on pronominal binding can be generalized to operator
complexes as follows:

(54) Syntactic rank and operator binding (revised):
The domain of O is restricted to the set of f-structures that O's
operator complex outranks.

(55) Linear order and operator binding (revised):
The domain of a variable-binding operator O excludes all f-
structure elements that f-precede O's operator complex.

Finally, note that if we define a topicalized constituent to be its own
operator complex—

(56) S

—we can explain contrasts such as the following observed by Wasow
(1979) (see also Postal 1993):

(57) a. John's mother, his* friends adore.
b. *Everyonej's mother, hisj friends adore.
c. *Whose» mother do his* friends adore?

4.2 Control and Indirect Binding
There axe cases in which a pronoun is interpreted as bound to an operator
even though it is not in the domain of the operator as defined in (54) and
(55):29

(58) a. *HiSj losing his* marbles irked every boy*.
29Examples like (58b) are observed in Higginbotham (1980: 688).
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b. Losing his, marbles irked every boy*.
c. *Losing his* marbles irked every boy*'s mother .

In (a), every boy does not outrank his, and binding is ill formed. The
necessary syntactic rank relation is also lacking in (b), but binding is
nevertheless possible, though it is ill formed again in (c). What is going
on in (b) is anaphoric control (see the discussion of (9) above). Anaphoric
control is not subject to c-command or rank, but to distinct functional and
semantic factors, including the thematic role structure of the predicate
(see Bresnan 1982, Mohanan 1983, Kroeger 1993, and the references cited
in these). In (b) the object of the verb anaphorically controls the null
subject of the gerund, and that subject binds the pronominal his. The
operator thus binds the pronoun indirectly, through the control relation.
In (c), there is no control relation between the operator and the pronoun,
and binding is ill formed.

I believe that a similar phenomenon occurs in (59a), where the of
phrase in this case is the semantic controller of the nominal subject: no
matter how good a soldier you may be, someone else's devotion cannot
be expected OF YOU. When this implicit control relation linking the
operator to the nominal is absent, as in (59b) and (59c), the expected
weak crossover violations appear.30

(59) a. Devotion to his* country is expected of every soldier,.
b. ?*Devotion to his* country is expected of every soldiery's

family.
c. *How devoted to his* country is every soldier*?

Finally, (60a) illustrates the so-called 'functional' binding cases dis-
cussed by Engdahl (1986) and Chierchia (1991). These are good if we
expect an answer such as his first book, which gives a general function
from authors to books. It seems that in these cases, the pronoun is not
directly bound by the operator but by the function which is the deno-
tation of the NP containing it. Again the conditions on interpretation
here differ from those on weak crossover considered earlier, as shown by
(60b,c).

(60) a. Which of his* books does every author* like least?
b. ?*Which of his* books do every author*'s parents like least?
c. *How proud of his* books does every author* seem?

A number of other factors affecting weak crossover have been discussed
(see Postal 1993, Reinhart 1983b, and Williams 1994, among others).
30Examples of this type are due to Higginbotham (1980: 690). A similar analysis to
that proposed here is given in Williams (1994).
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I will not attempt to give a comprehensive treatment of these factors
because they do not distinguish my proposal from others.31

5 Conclusion
In conclusion, weak crossover should not be used as a diagnostic for
phrase structure configurations, because the syntactic asymmetries it re-
veals can be explained by syntactic rank independently of c-command
relations, and because independently of syntactic rank, it is subject to
linear order effects. This conclusion has interesting consequences for the-
ories of extraction, scrambling, and null pronominals, suggesting that not
all null pronominals and not all 'movements' of phrase structure cate-
gories are represented by empty categories in phrase structure. In par-
ticular, the weak crossover evidence shows that there are two kinds of
null pronominals—those which (as in Palauan and Spanish) show prece-
dence effects and those which (as in Malayalam and in English control
constructions) do not. The first kind has an overt element in morphol-
ogy that anchors them in c-structure and allows them to bear precedence
relations; the second kind does not. Likewise, the evidence shows that
there are two kinds of extractions or "movements"—those whose ordering
relations for weak crossover can be read off of the overt positions of the
"moved" items (as in clause-bound scrambling in Hindi and Malayalam),
and those whose ordering relations must take into account the source
position of the moved item (as in cross-clausal extractions in Hindi and
English w/ft-movement). The first kind are traceless alternative orderings;
the second kind are antecedent-gap extractions, where the gap is repre-
sented in c-structure.32 This analysis captures a generalization across
these two classes of "null elements": the ones that affect linear ordering
relations are just the ones that are represented in c-structure under the
Principle of Lexical Expression (4).

Finally, the fact that syntactic rank—a functional or relational prop-
erty of syntax—can be independent of linear order—a structural, catego-
rial property, is completely opposed to the reductionist trend of syntactic
theory represented in work by Larson (1988), Mahajan (1990), Pesetsky
(1992), and Kayne (1993), among others. But it is a rather natural result
31 Both Reinhart (1983b) and Williams (1994) discuss theta role structure as a factor
in weak crossover. In the present framework the relative prominence of different role
relations is represented in the a-structure and could be formalized as a constraint on
that dimension (cf. Bresnan 1994a, Dalrymple 1993, and the references cited in these
sources).
32I assume that within LFG such antecedent-gap extractions have an empty category in
c-structure which anchors an inside-out functional uncertainty equation (cf. Dalrymple
1993).
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within an architecture of grammar based on parallel structures, each with
its own formal elements and prominence relations, which simultaneously
constrain the surface forms of language.
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Part IV

Semantics and Translation

One of the principal advantages inherent in the architecture of LFG, noted
in its earliest formulations, is the clear suitability of the f-structure as
a syntactic basis for semantic analysis. F-structures provide a uniform
format for stating the syntactic information that is most important for
semantic composition. In fact, some semantic information is actually
integrated into the f-structure; Kaplan and Bresnan (1982) observe that
values of the attribute PRED, referred to as 'semantic forms', "govern
the process of semantic interpretation." However, the earliest work on
LFG concentrated primarily on syntactic issues, and issues of semantic
representation and interpretation were not addressed in detail.

Halvorsen's 1983 article "Semantics for Lexical-Functional Grammar"
presented the first thorough semantic analysis of a wide variety of syn-
tactic constructions within the LFG framework. He pointed out the de-
sirability of a universal system of semantic composition, which the use of
the uniform f-structure format makes possible. His approach posited a set
of translation principles making reference to certain f-structure configu-
rations, and provided translations for control verbs, quantifiers, adjuncts,
and more.

Halvorsen's use of translation rules which make reference to f-structure
configurations is an example of description by analysis; the second pa-
per in this section, "Projections and Semantic Description in Lexical-
Functional Grammar" by Halvorsen and Kaplan, defines this as a "method
of generating range descriptions by analyzing and matching the properties
of domain structures." A different approach was adopted by Halvorsen
and his colleagues in 1987, with the publication of Situations, Language
and Logic by Fenstad, Halvorsen, Langholm, and van Benthem. This work
described a means of simultaneously building up f-structures and semantic
representations by means of constraint propagation; this general method
is known as codescription. The result is an f-structure of the familiar sort
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together with a situation schema, a set of attribute-value pairs which was
given a model-theoretic interpretation. The difference between the meth-
ods of description by analysis and codescription is discussed at greater
length in Kaplan (1989), reprinted in Part I of this volume.

The first paper in this section, Halvorsen and Kaplan's "Projections
and Semantic Description in Lexical-Functional Grammar", extends the
insights of Fenstad et al. in an important way, by using projection func-
tions to provide a piecewise correspondence between f-structures and se-
mantic structures. The projection function between f-structures and se-
mantic structures is analogous to the correspondence between c-structure
nodes and f-structures. This crucial insight, also developed in detail by
Kaplan (1987), has led to much other work on semantics and translation,
including the other two papers in the section.

The second paper in this section, Halvorsen's "Situation Semantics
and Semantic Interpretation in Constraint-Based Grammars", concen-
trates on the issue of compositionality: the use of the projection archi-
tecture enables an approach to semantic composition that is systematic
without being compositional in the structure of the syntactic tree.

The third paper, Kaplan, Netter, Wedekind, and Zaenen's "Transla-
tion by Structural Correspondences", addresses problems arising in the
context of machine translation, showing that the projection architecture
provides a solution for many problems of translation, including syntactic
mismatches between the source and target languages. Subsequent work
by Sadler, Crookston, and Way (1989), Sadler, Crookston, Arnold, and
Way (1990), and Sadler and Thompson (1991) observed certain difficul-
ties with this approach, and considered whether some of these difficulties
could be resolved by changing some of the architectural assumptions of
the LFG framework.

An alternative solution was proposed in later LFG research. This al-
ternative works by augmenting the description language of LFG rather
than by altering the basic projection architecture. Kaplan and Wedekind
(1991), in their paper "Restriction and Structure Misalignment", intro-
duce the restriction operator, a descriptive device which allows reference
to proper subsets of the full set of attribute-value pairs of an f-structure.
These subsets can be assigned a semantic interpretation, and a translation
procedure can be recursively defined. Wedekind and Kaplan provide such
a definition in their 1993 paper "Type-Driven Semantic Interpretation of
F-Structures", and Kaplan and Wedekind discuss the application to prob-
lems of translation in their 1993 paper "Restriction and Correspondence-
Based Translation".

Other recent work within the LFG framework also relies crucially on
the projection architecture to associate f-structures with their meanings.
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In their paper "LFG Semantics Via Constraints", Dalrymple, Lamping,
and Saraswat (1993) present a deductive approach to assembling mean-
ings, based on reasoning with constraints. The use of linear logic as a
'glue' for assembling meanings also allows for a coherent treatment of
modification and the requirements of completeness and coherence. An
extension of the approach to a treatment of quantifiers and intension-
ality was presented by Dalrymple, Lamping, Pereira, and Saraswat in
their 1995 papers "A Deductive Account of Quantification in LFG" and
"Intensional Verbs Without Type-Raising or Lexical Ambiguity".
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Projections and Semantic
Description
in Lexical-Functional Grammar
PER-KRISTIAN HALVORSEN AND RONALD M. KAPLAN

Abstract. In this paper we show how the rule language of Lexical-
Functional Grammar (LFG) can be extended to permit the statement
of semantic rules. This extension permits semantic structure and func-
tional structure to be simultaneously characterized without requiring that
the f-structures themselves be taken as input to the semantic compo-
nent. This makes possible a simplification of functional representations
as well as novel semantic analyses, such as a treatment of quantifier scope
ambiguity based on functional uncertainty that avoids the need for any
quantifier-storage mechanism. The proposals are based on a theory of
projections that exploits the notion of structural correspondences to cap-
ture the informational dependencies between levels of linguistic form and
meaning.

1 Introduction
The equality- and description-based organization of LFG (Kaplan and
Bresnan 1982) and related unification-based formalisms (DCG (Pereira
and Warren 1980), FUG (Kay 1979), PATR (Shieber et al. 1983), and
HPSG (Pollard and Sag 1987)) have had easily discernible effects on syn-
tactic theory and the practice of syntactic characterization. But the impli-
cations of this organization on architectures for semantic interpretation
have not yet been carefully examined. As it turns out, the nature of

This paper originally appeared in Proceedings of the International Conference on Fifth
Generation Computer Systems (Tokyo: Institute for New Generation Computer Tech-
nology, 1988), 1116-1122.
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semantic rules has to be radically altered in this new description-based
paradigm as compared to Montague Grammar (Montague 1970). Indeed,
some of the most appealing results of Montague's theory do not carry
over, for example, compositionality of interpretation and the complete-
ness of the interpretation process (see Halvorsen 1988). In this paper
we show this by way of a case study of semantic interpretation in LFGs
based on the notion of structural correspondences or projections (Kaplan
1987). We first consider what informational dependencies exist between
constituent structure (c-structure), functional structure (f-structure), and
semantic structure (s-structure). We present a version of the theory of
projections where the s-structure is a direct projection of the c-structure
and an indirect projection of the f-structure. The specification of these
relations is formulated in an extension to the rule language for LFGs
that accommodates the notion of multiple projections. In particular, this
notation permits the statement of semantic rules on a par with rules
for the characterization of functional structures. This theory does not
take functional structures to be the sole input to semantic interpreta-
tion, and consequently, all semantically relevant information does not have
to be funneled through the f-structure. Yet, it allows the dependencies
between functional and semantic information to be captured by means
of codescription—the association of functional and semantic annotations
with nodes of the c-structure.

2 Structural Correspondences
A fundamental problem for linguistic theory is to account for the con-
nection between the surface form of an utterance and its meaning. On
our view of grammatical theory, this relationship is explicated in terms of
correspondences between representation structures (Kaplan 1987; Kaplan
and Bresnan 1982), rather than derivation (i.e. step-wise transformation
of structures). We include in the grammar a statement of the informa-
tional dependencies between aspects of the linguistic form of the utterance
and its meaning, rather than the prescription of an algorithm for step-wise
derivation of the meaning of the utterance from its form.

We assume that the various levels of linguistic analysis (syntax, se-
mantics, prosodic structure etc.) are autonomous and obey their own
well-formedness conditions. Each level may also employ representations
with different mathematical properties (e.g. trees for syntactic structure,
finite functions or directed graphs for functional and semantic structures).
Even though structures at two different levels may be of different types, we
can set them in correspondence using a piecewise function from elements
of one into elements of the other.
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'PRED 'ran((t SUBJ)) '
TENSE PAST

f 'John'»**»-. £ \ rn.c*u juml 1
SUBJ /''[mm SG J

ADJUNCT { [PRED 'SLOWLY'] }

John ran slowly

FIGURE 1 C-structure to f-structure correspondence

The original theory of Lexical-Functional Grammar focussed on the
correspondence between c-structure trees, exhibiting the hierarchical or-
ganization of phrases, and f-structures, representing the grammatical re-
lations holding in the sentence. This correspondence is given by the map-
ping <£, a piecewise function which may be many-to-one (as illustrated in
Figure 1 where the S and VP node are both mapped to the same func-
tional structure, /i). Moreover, </> is not required to be onto (there may
be elements of the f-structure which are not in the range of </>). This
possibility has been used, for example, to provide an intuitive account of
unexpressed pronouns (so-called null- or zero-anaphors) (see, for example,
Kameyama 1989).

Functional structures (e.g. f\ and /2 in Figure 1) are finite monadic
functions. Thus /i is the function which, when applied to the argument
SUBJ, yields the function /2; when applied to the argument TENSE its
value is PAST, and so on. In LFG the information about the properties
of f-structures that correspond to c-structure nodes is expressed in simple
constraints expressing equality, set inclusion, or existence. A Boolean
combination of such constraints is referred to as a functional description.
Thus the simple functional description

(1) (A SUBJ) = /a

states that the result of applying the function characterized by the f-
structure corresponding to the S node n\ (i.e. f\ = <t>(ni)) to the
argument SUBJ is the function /2 corresponding to the NP node, since
/2 = <KT12)- Indeed, given the correspondence <£ illustrated in Figure 1,
the information in this equation can be equivalently formulated as:

(2) (0(m) SUBJ) = 0(na)

The structural correspondence view separates the statement of in-
formational dependencies between levels of analysis from the process of
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computing one representation based on information about another. This
perspective also opens up the possibility of there being equi-potent infor-
mational dependencies between several structures, as when viewing the
language as consisting of a number of mutually constraining modules.
This is the outlook invited by the observation underlying situation se-
mantics (Barwise and Perry 1983) that the interpretation of an utterance
depends not only on its syntactic form, but also on the circumstances in
which it was uttered, the intonation with which it was uttered, etc.

From the linguistic point of view, the crucial question is which subset
of all the conceivable informational dependencies do in fact obtain between
the different levels of analysis of an utterance. Formally, a correspon-
dence can be defined between any two levels, but a particular linguistic
theory may assign meaning to only some of these possibilities. Thus, the
theory of projections specializes the notion of structural correspondence
and embodies particular claims about what levels of representation (e.g.
c-structure and s-structure) are directly related through functional map-
pings, which levels are related through composite mappings, and which
levels are related only by accident.

SUBJSUBJ

D 'ran {(f SUBJ)) '
TENSED PAST

FPRED 'John']
[NUM SG J

ADJUNCT { [ PRED 'SLOWLY' ] }

PRED [REL RANPRED [MOD SLOWLY

ARC! JOHN

FIGURE 2 Functional and semantic structures

Figure 2 shows a semantic structure in addition to the functional
structure associated with the syntactic tree. The s-structure is viewed
as a projection of the c-structure tree through the correspondence func-
tion a. With this configuration the s- and f-structures are not directly
related to each other, but informational dependencies holding between
them can still be expressed, albeit in an indirect fashion. In particular,
informational dependencies between f-structures and s-structure can be
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specified through inversion and composition of the mappings </> and a.
Thus, given <j> and a both having a domain of c-structure nodes, we can
define a' = ao(f>~1 as a correspondence between functional and semantic
structures. As we illustrate below, the fact that functional subjects (e.g.
John) supply the semantic information associated with the agent-role of
active agentive verbs (e.g. run) can be expressed in terms of a'.1

Although grammatical relations represented in the f-structure are com-
monly aligned with semantic argument roles as in this example, this is not
always the case. One instance of divergence between f- and s-structures
arises in the analysis of adverbs. In order to provide an elegant account of
subject-verb agreement as well as other phenomena, <j> associates the same
f-structure to both the S and VP nodes (as in Figure 2). However, there
is a clear semantic distinction between adverbial phrases which modify
sentences (e.g. On several occasions) and adverbials that modify verb-
phrases (e.g. slowly) (see Thomason and Stalnaker 1973). If s-structures
are projected directly from the f-structure, then the usual alignment of
functional and semantic relations together with the conflation of infor-
mation used for subject-verb agreement would obliterate the distinctions
needed to characterize these differences. By projecting s-structure from
the c-structure, the adverb distinctions can be maintained, while the con-
vergence of f-structural and semantic information can still be captured
through the composite projection a' defined above.

3 Projections and CoDescription
Previous proposals for semantic interpretation of LFGs took functional
structures as input to the semantic component. The semantic represen-
tations were described based on an analysis of the level of functional
structure (what we now call description by analysis). The first exam-
ples of this approach were provided by Halvorsen (1982) and Halvorsen
(1983). There, LFGs were interpreted with four interpretation principles
which applied in any order to f-structure configurations that matched
the pattern specified in the interpretation principle. The patterns picked
out semantically significant aspects of the f-structure. These interpreta-
tion principles licensed the introduction of a set of semantic equations.
The complete set of semantic equations had been found when all the
semantically significant f-structure configurations had been matched by
an interpretation principle. The semantic equations could be solved us-
ing the same unification algorithms as in the construction of the func-
1 Since the f-structure projection <f> is many-to-one, its inverse is a more general re-

lation, not a single-valued function. This feature among others moves us outside the
standard bounds of unification towards more general constraint-programming (Jaffar
and Lassez 1987).
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tional structure itself. Other examples of semantic interpretation using
the description-by-analysis approach are given by Frey and Reyle (1983)
and Reyle (1988). They defined a set of transfer rules which mapped
functional structures into semantic representations by means of a modi-
fied lambda-calculus. The mapping from c-structure to f-structure is the
prototypical example of description-by-analysis—the functional descrip-
tion is produced by matching the context-free rules against the node-
configurations in the c-structure.

Every interpretation scheme based on description-by-analysis requires
that all semantically relevant information be encoded in the functional
structure. This assumption rules out the possibility of writing semantic
interpretation rules triggered by specific c-structure configurations un-
less otherwise unmotivated "diacritical" features are included in the f-
structure. There are two reasons for this: (1) The connection between
syntactic rules and interpretation principles is severed by stating the in-
terpretation rules on f-structures; (2) No separate semantic rule language
is provided.

Our proposal for semantic interpretation is not based on an analysis
of the f-structure. Rather, it depends on codescription, on simultaneously
associating functional and semantic constraints through a single analysis
of the c-structure tree.

The objective of the theory of projections is to focus attention on
the relationship between various aspects of linguistic form and the inter-
pretation of utterances. It is useful to compare our proposal to other
approaches that use distinguished attributes in a single level of represen-
tation to combine syntactic and semantic information (e.g. FSTRUC and
SITSCHEMA as in Fenstad et al. (1985,1987), or SYNTAX and SEMANTICS as
in Karttunen (1986) and Pollard and Sag (1987)). Although equality over
monadic functions and attribute-value unification are expressive enough
formally to encode quite complex informational dependencies, they may
not provide the best conceptual framework for understanding the connec-
tion between relatively independent modules. This requires a framework
where modularity and interaction can comfortably coexist. The theory of
projections is an attempt at providing such a framework.

Thus the present proposal is not a formal refutation of the approach to
the specification of semantic structures in unification grammars using one
or more distinguished attributes. The distinguished attributes approach
can instead be viewed as an implementation technique for simple projec-
tion theories which do not utilize inversion and composition of functional
mappings as we propose here.
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4 Notational Conventions
The point of departure for our semantic rule notation is the syntactic
rule formalism of LFG. As originally formulated by Kaplan and Bresnan
(1982), context-free phrase-structure rules are annotated with constraints
that are instantiated to form functional descriptions, as illustrated in this
simple S rule:2

S —+ NP VP
(t SUBJ) = 4- | = 4-

In these annotations, t and 4- refer to functional structures corresponding
to specific nodes of the phrase-structure tree. For a tree configuration
matching the rule, f denotes the f-structure that directly corresponds to
the mother of the node that matches the rule-category it is annotated to,
and 4- denotes the f-structure corresponding to that rule-category. The an-
notation on the NP, for example, indicates that the SUBJ of the f-structure
corresponding to the NP's mother, namely the S node, is the f-structure
corresponding to the NP node. Kaplan (1987) gave a precise explication
of this arrow notation in terms of the structural correspondence (j>, the
function M on c-structure nodes that takes a node into its mother, and a
single special symbol * that denotes the node matching the rule-element it
is annotated to. With these primitives the symbol t can be seen as a con-
venient abbreviation for the specification <f>M*, 4- abbreviates <f>*, and an
equivalent formulation of the SUBJ constraint above is (4>M* SUBJ) = 4>*.

As discussed above, <j> is a structural correspondence relating two syn-
tactic levels of representation. The function a is another correspondence,
and in the present theory it maps between the set of c-structure nodes
and the units of s-structure that characterize the content of an utterance,
or, following Barwise and Perry (1983), the described situation. Along
with the names of other correspondences mentioned by Kaplan (1987),
the symbol a is introduced into the vocabulary of our constraint language
so that descriptions of semantic structure can be specified.3

If the f-structure and semantic structure are both considered projec-
tions of the c-structure, either <j> or a can be prefixed to any expression
denoting a c-structure node to denote the corresponding f- or s-structure

2In the following we will refer to these constraints as equations. This should not
obscure the fact that LFG permits constraints other than purely equations! ones to be

3We emphasize that we could also have chosen another formal configuration in which
semantic structures correspond to some other level of representation (e.g. f-structure,
as suggested by Halvorsen (1988) and Kaplan (1987)). Which configuration offers the
best account of syntax/semantics interactions depends in part on what the linguistic
facts are. The adverb facts briefly discussed above seem to favor a as a mapping from
c-structure.
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unit. The following are all well-formed expressions of the extended rule
language: </>M*, <f>*, aM*, and a*. M, <t>, and a are all right-associative.
Consequently, (aM * ARGl) denotes the value of the ARGl attribute in
the semantic structure corresponding to the mother of the current node.

The inverse of the c-structure to f-structure projector, $~l, gives us
the c-structure node, or set of c-structure nodes, corresponding to a given
f-structure. (f>~1 can be prefixed to any expression denoting a unit of
f-structure. Thus <j>~l(<j>M * SUBJ) denotes the set of nodes that map
to the SUBJ function in the f-structure corresponding to the mother of
the matching node. Reverting to the abbreviatory arrow convention, this
expression can be simplified to 0-1(t SUBJ).

The composition of the a projection with the inverse of the <f> corre-
spondence can now be used to express the fact that the functional subject
and the first argument (or agent) in an active sentence coincide even if
the information about the subject/agent is scattered throughout the sen-
tence, as is the case in sentences with extraposed relative clauses (A man
entered who was limping). This is accomplished by letting the semantic
structure of the agent correspond to the full set of c-structure nodes that
map to the functional subject, e.g. 0"1 (f SUBJ) iff denotes the f-structure
of the main clause. The semantic structure corresponding to the subject
of the mother's f-structure is then denoted by a$~^ (t SUBJ) or, using the
definition of a' above, a'($ SUBJ).

The name of a projection can occur in any equation whether in the
lexicon or on phrase-structure rules. Where a particular equation occurs
depends on the nature of the semantic generalization it expresses. The
following is a typical lexical item with semantic equations:

kick V (t PRED) = 'kick ((t SUBJ) , (| OBJ)) '
(aM* REL) = KICK
(aM* ARGl) = <r'(t SUBJ)
(aM* ARG2) = a'(t OBJ)

This lexical entry contains two kinds of equations. First, there is a pure
functional description:

(t PRED) = 'kick {(t SUBJ) , (t OBJ)) '
Second, there are inter-module equations constraining the relationship
between the semantic interpretation and the functional properties of the
phrase. The inter-modular constraint

(aM* ARC!) = <r'(t SUBJ)

asserts that the agent argument role (labeled ARGl) of the kick relation is
filled by the interpretation which, by force of other equations, is associated
(indirectly through the nodes given by 0~x) with the functional subject.



PROJECTIONS AND SEMANTIC DESCRIPTION IN LFG / 287

The extended rule language permits a third type of equation as well.
This is the pure semantic equation. The lexical entry for the past tense
marker illustrates this type of equation (cf. any <r-equation in the entry
below, which is adapted from Fenstad et al. (1987)).

-ed AFF (t TENSE) = PAST
(aM* LOC) = a*
(<7* IND ID) = IND-LOC
(a* COND RELATION) = -:
(a* COND ARGl) = ((7* IND)
(<T* ARG2) = LOC-D
(CT* POL) = 1

The analyses this notation makes possible exhibit several improvements
over earlier treatments.

First, we can now explicate in equational terms the mixture of func-
tional and semantic information implicit in LFG's semantic forms, where
the associations between functional entities (SUBJ, OBJ, etc.) and seman-
tic roles are given by the order of arguments, as in the example below.

lkick{(tsuBj),(tOBj))'

Our equational treatment of the functional and the semantic information
that semantic forms encode consigns the different types of information to
separate levels of representation while explicitly marking the cross-level
dependencies.

Second, the correct assignment of interpretations to roles in pas-
sive constructions and other constructions involving lexical rules is also
achieved without further stipulations and without modification of the lex-
ical rules. The original version of the passive rule in LFG (Kaplan and
Bresnan 1982):

SUBJ H> BY-OBJ;
OBJ (-» SUBJ

can be applied directly to the lexical form for kick with the desired result.
This contrasts with the proposals of Cooper (1985; 1986) and Gawron
(1986), where more elaborate mechanisms are introduced to cope with
the effects of relation changing rules, and with the analysis in Barwise
and Perry (1983), where no allowances are made for the effects of such
rules.

As a final example of the beneficial effects of our extended rule lan-
guage, we examine a storage-free analysis of quantifier scope ambiguities.
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5 The Treatment of Scope
The preferred mechanism for scope analysis both in formal linguistic treat-
ments and in natural language systems based on them has long been the
so-called Cooper-storage (Cooper 1976) .4 This approach combines a com-
positional interpretation of a syntax tree with the ability to pass around
in the tree a pair consisting of the interpretation of the quantified noun
phrase and an indexed variable which is eventually bound by the quan-
tifier in the noun phrase. Different scope interpretations are achieved by
discharging the quantifier expression at different points in the process of
putting together the interpretation of the rest of the sentence. The theory
of interpretation and the rule-language which is presented here makes it
possible to handle scope ambiguities without recourse to a storage mech-
anism.

The generalization underlying the use of Cooper-storage is that the
quantifier associated with a quantified noun phrase can take scope at any
one of a number of different levels in the sentence. This is exemplified
by sentences like (3), which has two interpretations, one non-specific (4)
and one specific (5), depending on the scope of the existential quantifier
relative to the verb try.

(3) Bill is trying to find a pretty dog

(4) [Bill is trying 3a;[Bill find a pretty dog(a;)]]

(5) 3x[Bill is trying [Bill find a pretty dog(x)]]

In our analysis, these semantic facts are captured by having a single func-
tional structure associated with two semantic structures, as shown in Fig-
ure 3.

The quantifier phrase, QP, can occur on two levels, either in the se-
mantic structure corresponding to the nodes that map to the f-structure
VCOMP, or in the semantic structure corresponding to the top level sen-
tence. Putting these observations in more general terms, we see that a
noun phrase NP* in a complement Cj, where j indicates the level of em-
bedding of C j, can be quantified into the semantic structure corresponding
to the top-level sentence, So, or into the semantic structure correspond-
ing to any of the verbal-complements, VCOMPs, induced by embedded
complement-phrases, Q, where i < j. Stated in this fashion one can see
that the problem of scope ambiguity can be analyzed by a generalization
of the functional uncertainty notation (Kaplan and Maxwell 1988).

Kaplan and Maxwell (1988) introduced what we can call outside-in
uncertainty. Function-application expressions of the form (/ a) were used

4 A mechanism similar to Cooper-storage for use in interpretation of quantifiers in the
LUNAR system was proposed much earlier by Woods et al. (1972).
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to designate a functional structure reachable from / via any path drawn
from the regular set a. For example, (t COMP* OBJ) could be used in
the characterization of object relative clauses. We generalize this notion
to allow inside-out uncertainty. We let expressions of the form (a /)
denote functional structures from which / is reachable over some path in
a. Thus the expression (VCOMP* OBJ t) denotes some f-structure from
which there is a path to t consisting of any number of VCOMPs followed
by OBJ.

Now the generalization about scope possibilities stated above can be
captured by adding the following annotation to any N which is the head
of a quantified NP:5

(a1 (VCOMP* GF t) QP) =
The uncertainty expression (VCOMP* GF t) denotes functional structures
fi from which the f-structure of the NP containing the N can be reached
following a path consisting of zero or more VCOMPS followed by a GF. The
complete annotation states that the semantic structure of the NP, aM*,
is the value of the QP attribute of the semantic structure corresponding
to some node that /, maps to through the a' projection, (cr'/i QP).

Since our language for the statement of semantic rules is an extension
of the language of functional descriptions, this descriptive possibility is
immediately available to us. Functional uncertainty also has an efficient
implementation based on an incremental decomposition of finite-state ma-
chines (Kaplan and Maxwell 1988).

6 Summary
We have shown how to formulate a semantic interpretation mechanism for
LFGs based on structural correspondences and a theory of projections.
We have also utilized a simple extension of the language for functional
constraints to permit the treatment of multiple projections. While previ-
ous proposals have taken functional structures as input to the semantic
interpretation component and thus have required all semantically rele-
vant information to be reflected in the functional structure, our proposal
uses codescription to coordinate the functional and semantic properties
of a construction without imposing this requirement. This allows us to
simplify functional representations by eliminating functionally irrelevant
but semantically significant material. It also puts at our disposal the full
power of the rule language of LFG, including functional uncertainty, and
this, in its turn, makes it possible to formulate novel semantic analyses,

5Here GF stands for the set of governable grammatical functions (e.g. SUBJ, OBJ).
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such as a treatment of quantifier scope ambiguities that avoids the use of
any storage mechanism.
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Situation Semantics and Semantic
Interpretation in Constraint-Based
Grammars
PER-KRISTIAN HALVORSEN

Abstract. This paper considers semantic interpretation, particularly in
situation semantics, using constraint-based approaches to linguistic anal-
ysis (e.g. LFG, FUG, PATR, DCG, HPSG). We show how semantic rep-
resentations can be arrived at by means of constraints on the relationship
between the form of an utterance and its meaning. We examine previous
proposals for semantic interpretation in unification grammars, and find
that a construal of the semantic constraints as specifying operations in a
semantic algebra (as in Montague Grammar), as opposed to constraints
on the relationship between syntactic form and meaning representations,
has prevented the emergence of simple and powerful methods for deriving
semantic analyses in constraint-based frameworks. Using the language
for stating semantic rules in LFG, we present examples of an approach to
semantics that is systematic without being compositional in the structure
of the syntactic tree.

1 The Problem of Semantic Interpretation
The integration of syntactic and semantic processing has prompted a num-
ber of different architectures for natural language systems, such as rule-by-
rule interpretation (Thompson 1963), semantic grammars (Burton 1976),
and cascaded ATNs (Woods 1980). The relationship between syntax and
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semantics has also been of central concern in theoretical linguistics, par-
ticularly following Richard Montague's work, and with the recent rap-
prochement between theoretical and computational linguistics variations
on Montague's interpretation scheme have been adopted and implemented
in several syntactic theories with a significant following in computational
linguistic circles. The first steps in this direction were taken by Hobbs
and Rosenschein (1978). A parser for LFG was augmented with a Mon-
tagovian semantics by Halvorsen (1982, 1983). GPSG has been similarly
extended by Gawron et al. (1982). Schubert and Pelletier (1982) fol-
lowed with a compositional interpretation scheme using a first order logic
rather than Montague's computationally intractable higher-order inten-
sional logic.

The introduction of constraint- or unification-based mechanisms1 for
linguistic description has had obvious effects on syntactic theory and syn-
tactic description. The transformational idiom for syntactic description
has been eschewed in favor of lexical rules and declarative statements of
constraints on the correspondences between different levels of analysis. Se-
mantic analyses have been integrated with several of the unification-based
syntactic theories at an early point (Pereira 1983; Halvorsen 1983). But
the new possibilities they create for architectures for semantic interpre-
tation or the consequences for the Montagovian view of compositionality
have not been widely considered. These possibilities and the impact of sit-
uation semantics (Barwise and Perry 1983) is the focus of this paper. We
present a view of semantic interpretation based on the notion of structural
correspondences and the theory of projections (Kaplan 1987; Halvorsen
and Kaplan 1988). Semantic rules which specify constraints on the cor-
respondence between linguistic form and descriptions of meaning rather
than operations on semantic (e.g. model-theoretic) objects are introduced.
Meaning representations can then be determined in a systematic, yet not
strictly compositional, manner.

2 Unification and Interpretation
We view unification as a technique for combining information given cer-
tain facts about how the individual pieces of information relate to each
other. The task of semantic composition is exactly of this nature. It
is concerned with the combination of semantic information based on the
1 All existing constraint-based systems in linguistics rely heavily on unification for

finding structural analyses. When the type of constraints considered is extended be-
yond equational constraints (as in LFG) other solution mechanisms might prove as
fruitful as unification. There is a potentially interesting correspondence here with the
move from unification-based logic programming towards constraint logic programming
(Jaffar and Lassez 1987).
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relationship between the constituents in a phrase-structure tree or some
other syntactic representation. The method for combination of informa-
tion used in Montague grammar (MG) was function application and set
formation, or equivalently, the operations of the lambda-calculus. This
choice imposes certain restrictions on the manner of combination of in-
formation in the interpretation step. Specifically, it requires that the in-
formational substructures to be combined are contiguous in the structure
being interpreted. Unification supplemented with the flexible addressing
scheme usually associated with it in computational linguistics permits a
loosening of this restriction of contiguity.

2.1 Compositionality
A clearly desirable trait of any interpretation mechanism is that it be
systematic. By this we simply mean that the interpretation of the ut-
terance should be mechanically derivable from the information available
given the rules of the interpretation scheme. One would also like for the
interpretation mechanism to be complete. This means that all meaningful
utterances in the fragment described should have an interpretation.

Compositionality is an additional requirement often viewed as impor-
tant (Partee 1983). Under a strict interpretation a compositional seman-
tics is one where the interpretation algorithm is recursive on the syntac-
tic tree assigned to the utterance, and the meaning of a constituent is
required to be a function of the meaning of its immediate constituents.
Strict Compositionality is not necessarily entailed by systematicity and/or
completeness as defined here. However, as long as function application
and set formation, or the operations of the lambda-calculus, provide
the mechanism for composition of information, strict Compositionality
does follow from the systematicity requirement. But with new methods
for composition of partial information, such as unification or even more
general constraint satisfaction techniques, non-compositional alternatives
which do not necessarily sacrifice systematicity become available.

The utility of the strict version of the Compositionality hypothesis is
also brought into question when we turn our attention from meanings to
interpretations, i.e. from the consideration of the semantic potential of
sentences or utterance types (meaning), to the impact of an utterance in
a specific context (interpretation). Determination of interpretations calls
for integration of information from various kinds of sources (e.g. linguistic
and non-linguistic context) for which the structured semantic objects of
situation semantics and the unification-based constraint-satisfaction tech-
niques we employ are well-suited.

Developments both in grammatical theory and in logic serve as en-
abling conditions for a shift towards an approach to interpretation re-
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fleeting the partiality of the information about meaning made available
through discourse, and permitting a systematic, yet not strictly compo-
sitional, characterization of meaning. The use of highly typed logics,
such as Montague's intensional logic, has been supplemented by inves-
tigations of many-sorted logics for natural language semantics (Fenstad
et al. 1987). The highly typed semantics encouraged a hierarchical view
of semantic composition to reflect the type structure. The use of many-
sorted logics has promoted a flatter type-structure which eliminates this
pull towards compositionality in the structure of the syntactic tree. Along
another dimension, the focus on possible-worlds semantics has been ex-
panded to include consideration of semantic systems with partial models,
such as situation semantics (Barwise and Perry 1983, 1985). This cor-
responds well with the tendency in constraint-based systems to provide
descriptions which are monotonically increasing in specificity. Situation
semantics also provides structured semantic objects as interpretations for
utterances (Gawron 1986). It is thus possible to refer to the constituent
parts of interpretations, which enables us to explore other avenues to
systematic interpretation than composition according to the syntactic
phrase-structure.

3 Semantic Interpretation in Montague Grammar
Montague's theory of semantic interpretation is intriguingly elegant
(Montague 1970). His model of language involved the construction of
two algebras—a syntactic algebra and a semantic algebra.2 The syntactic
algebra provided a set of syntactic objects, i.e. the lexical items, and a
set of syntactic operations (e.g. concatenation) defined over the union of
the basic and derived syntactic objects. The semantic algebra consisted
of a set of semantic objects (e.g. individuals and truth-values) and a set of
semantic operations (e.g. function application and set formation) defined
over the basic and derived semantic objects.

How, then, did Montague achieve such a successful statement of the re-
lation between syntax and semantics, given the strict separation between
the semantic and the syntactic domain, and given that the semantic rules
themselves do not relate the syntactic and the semantic level? The answer
lies in the structure of the syntactic and the semantic algebras. Montague
demanded that there be a homomorphism from the syntactic algebra into
the semantic algebra (see Figure 1).

2 See Halvorsen and Ladusaw (1979) for a discussion of the relevant formal properties
of Montague's theory of language and semantic interpretation.
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h1

h

the translation function from L into L1

the meaning assignment determined for L' by B'
the meaning assignment determined for L by B
the interpretation induced by the translation base into L'.

FIGURE 1 Translation and interpretation through homomorphisms
in Montague Grammar (after Halvorsen and Ladusaw 1979)

This meant that for each of the syntactic operations there is a cor-
responding (possibly complex) semantic operation. The definition of the
homomorphism determines directly what semantic rule can serve to in-
terpret constructions derived by a given syntactic rule. It also provides
an automatic "completeness"-proof for the interpretation system in that
every well-formed syntactic object is guaranteed to have a corresponding
well-formed semantic object (see Section 2.1). The result is the so-called
"rule-to-rule" approach to semantic interpretation: An analysis for a sen-
tence consists of two analysis trees, one for the syntax and one for the
semantics. The application of a rule in the syntax is always mirrored by
the application of the same semantic rule.

In Montague's approach to compositional semantics, the number and
complexity of the operations in the semantic algebra are reflected di-
rectly in the operations in the syntactic algebra and the syntactic rules.
Montague's semantic rules involve the full range of semantic operations
admissible in the semantic algebra, and they each correspond to distinct
syntactic rules. In unification-based grammars there is, basically, only
one compositional operation: unification. This creates problems for Mon-
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tague's method for coordinating syntax and semantics through homomor-
phisms. The establishment of a homomorphism between the syntax and
the semantics becomes difficult since the operational vocabulary employed
in the syntax of unification grammars has been greatly simplified relative
to Montague's system, while no similar simplification of the underlying
semantic algebra has been proposed. In this new type of grammar one
cannot rely on homomorphisms to correlate syntax and semantics. We
propose that the syntax/semantics interactions instead be related by rules
which explicitly constrain the cooccurrence possibilities for structures on
the different levels.

4 Semantic Interpretation in Constraint-based
Grammars
It is important for the success of unification-based approaches to natu-
ral language processing that a semantic analysis can be provided using
a restricted rule language, like the one employed for syntactic descrip-
tion, without loss of precision. In demonstrating this one cannot rely
on the accomplishments of Montague grammar, since, as was shown in
Section 3, Montague's coordination of syntax and semantics based on ho-
momorphisms does not carry over to constraint-based frameworks. In this
section we present a model for semantic composition and semantic inter-
pretation which is better suited to constraint-based theories of linguistic
processing. In the process, our constraint-based system is contrasted with
the most prominent distinguishing features of Montague grammar.

Our model of semantic interpretation (Figure 2) is based on the view
that there are several information sources which are of semantic relevance
(e.g. constituent-structure and functional structure).3

We formalize the informational dependencies in terms of constraints on
the structural correspondences (Kaplan 1987) between representations of
the different formal aspects of the utterance and the interpretation. The
theory of projections sets out the details of how information flows be-
tween the different levels of representation (Halvorsen and Kaplan 1988).
Syntactic phrase-structure rules annotated with functional and seman-
tic descriptions are used to express the connection between syntax and
semantics (Figure 3). We are operating with a level of semantic represen-
tation intermediate between syntactic structure and interpretations, but
these representations are different from phrase-structural and functional

3Prosodic structure, discourse context, as well as physical and pragmatic constraints
in the situation being described are crucial for interpretation, but not considered here.
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S —* NP VP
(<j>M* SUBJ) = <j>* <j>M* = <(>*

(aM* PRED) = CT*
VP —> V ADVP

(/>* e (0./V1* ADJUNCTS)
cr* 6 (aM* MOD)

FIGURE 3 Phrase-structure rules annotated with semantic and
functional descriptions

representations in that they are model-theoretically interpreted or have
associated proof-theories.4

4.1 Semantic Rules vs. Semantic Constraints
The semantic constraints (or semantic equations) which appear as anno-
tations on the phrase-structure rule in Figure 3 are the constructs cor-
responding most closely to semantic rules in Montague grammars. But
Montague's semantic rules operate exclusively in the semantic domain:
They specify semantic operations (e.g. function application or abstrac-
tion) on semantic objects (e.g. sets). The semantic constraints in unifi-
cation grammars, on the other hand, relate several levels of linguistic de-
scription. Consequently, the S-rule in Figure 3 performs several functions.
First, it admits a certain phrase-structure configuration: S dominating
an NP and a VP. Second, the association of elements of the rule with
annotations expresses constraints on the correspondence between phrase-
structure configurations and other levels of analysis (projections). The
annotations fall into two categories: The function 0 maps from phrase-
structure nodes to functional structures. Semantic structures are related
to phrase-structure nodes by means of the function <r.5 Finally, the a-
equations themselves indicate how to combine partially specified semantic
structures in order to successively approximate an interpretation for the
entire sentence. The ^-equations do the same for the functional pro-
jection. In particular, the annotation on the NP states that this node
(denoted by *) has a mother (M*, i.e. the S-node), which again has a
functional structure (</>Al*), and the statement (<j>M * SUBJ) asserts that
this functional structure has a SUBJ attribute. The value of this attribute
is then asserted to be equal to the value of the functional structure of
the NP, (<£*)• The ^--equations on the VP node ensure that the content

4 In our descriptive work we have utilized representations in Montague's higher order
intensional logic (Halvorsen 1982,1983), situation schemata (Fenstad et al. 1985,1987),
and PROSIT, a language for reasoning with situation theory (Nakashima et al. 1988).

5See Halvorsen and Kaplan (1988) for details.
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-S-

SUBJ

" PRED 'ran'
[PRED 'John'
[NUM SG

ADJUNCT {[PRED 'SLOWLY']}

a

\ [REL RAN 1
PRED [MOD SLOWLY]

LARG! JOHN

FIGURE 4 C-structure, semantic structure, and functional structure
related by constraints

VP —> V ADVP 4 [ ADVP ]([ V I)

FIGURE 5 Montague grammar rule for VP adverbs

of the VP is accessible under the semantic PRED attribute as a subpart
of the content of the S node. Together the rules in Figure 3 serve to
relate the three structures in Figure 4 to give a syntactic and semantic
analysis for the sentence John ran slowly. Notice that in Figure 4 the
functional structure attribute ADJUNCT and the semantic structure at-
tribute MODifier are introduced in the same rule and associated with the
same phrase, but the ADJUNCT is located at the sentence level, while the
semantic MODifier is on the VP level. This illustrates that the semantic
structure is not a simple image of the functional structure.

4.2 Description vs. Construction
The perspective prevalent in constraint-based systems draws a distinc-
tion between description of structures and the construction of structures.
Montague's semantic rules specify how to construct the semantic objects
which are the interpretations of sentences by telling us what semantic
operations to apply to what semantic objects. In particular, the MG rule
in Figure 5 states that the semantic object which is the meaning of the
VP is constructed by applying the function which is the interpretation of
the ADVP constituent to the meaning of the V constituent. In contrast,
the semantic descriptions of the annotated phrase-structure rules spec-
ify properties of the semantic objects which can serve as interpretations
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for the syntactic configurations they are associated with, but they do not
constitute a step-by-step algorithm for construction of the interpretations.
Unification is not an operation on the objects in an underlying semantic
algebra. Unification is simply used to combine descriptions of semantic
objects. The annotated phrase structure rules in Figure 3 express that
the [V ADVP]Vp configuration in the domain of phrase-structures is cor-
related with the occurrence of a semantic structure which has a FRED
attribute associated with the semantic structure of the VP and where
the interpretation of the adverb is the value of the MODifier attribute
which is encapsulated in the PREDicate together with the semantic struc-
tures of other elements of the VP, e.g. the verb run (cf. Figure 4). Any
semantic representation, however constructed, which satisfies this descrip-
tion (and possibly other more specific descriptions), satisfies the semantic
constraints of the annotated rules in Figure 3.

4.3 Partiality and Non-compositionality
Semantic interpretation in unification grammar typically has the property
that the information that is associated with a constituent at any one point
in the analysis only provides a partial description of the interpretation of
the constituent. Moreover, information relating to the interpretation of a
phrase can originate not only from its immediate constituents, but from
non-contiguous phrases, as well as from context and other levels of anal-
ysis. This entails a divergence from a strictly compositional approach to
semantic interpretation, but not an abandoning of a systematic algorithm
for interpretation.

5 Other Views of Semantic Interpretation in
Unification Grammars

Cooper has taken another approach to interpretation in unification
grammars (Cooper 1985, 1986). Cooper views what we are calling se-
mantic constraints as specifying semantic operations on semantic objects.
Since unification is the only operation available in the constraint language
in the grammatical theory he is using, it follows that unification takes on
the role as the single most important semantic operation. This contrasts
with our view where unification only functions to combine descriptions of
semantic objects. According to Cooper's theory, the semantic equations
of the PATR-style rule below imply an instruction to unify the interpre-
tation of the S node with the interpretation of the VP node, and to unify
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the interpretation of the (subject) NP with the second argument role of
the VP, which is an unsaturated state of affairs.6

(S NPVP
(((0 SYNTAX) (2 SYNTAX))
((2 SYNTAX FORM) FINITE)
((0 SEMANTICS) (2 SEMANTICS))
((1 SEMANTICS) (2 SEMANTICS ARC!))))

If one restricts one's attention to a small fragment of English, it is
possible to maintain that the only semantic operation needed is akin to
unification. This is the case if the semantic operations involved only have
the effect of (a) introducing (possibly unsaturated) states of affairs; or (b)
filling argument positions in states of affairs. But if one wants to utilize the
full range of semantic operations available in situation theory, this parallel
between the operations available in the language of semantic descriptions
and the operations in the semantic algebra breaks down. Specifically,
situation theory allows the formation of conditions from collections of
parameterized states of affairs and the formation of types from collections
of conditions. The standard treatment of VPs in situation semantics
provides them with types as interpretations. Thus, the interpretation of
the phrase kiss Mary in Cooper (1985) is the following type:

(1) [s|(/, kiss,s, Mary, 1)]

While the semantic operations involved in filling argument positions
can be viewed as a natural extension to the notion of unification as used
in the propagation of information in the syntactic derivation, the oper-
ation of type formation does not fit into this mold equally well. Some
flexibility can be achieved by defining the unification operation to give
different results when applied to different types of semantic objects, but
this flexibility is not enough to allow us to hold forth unification as the
only semantic operation in the semantic algebra.

We maintain that the constraints on the syntactic rules licensing the
verb phrase kiss Mary should be understood as characterizing properties
of the type which can serve as the interpretation for the VP by reference
to the different parts of the description of the type (i.e. its parameter, s,
its body, (/, kiss,s, Mary, I), and the identical labelling of the parameter
and the kisser-role of the relation). Unification does play an important
role in semantic interpretation in constraint-based grammars, but not
because unification necessarily is an operation in the semantic algebra.

6A state of affairs contains a relation, its arguments, and a polarity: (walk, John; 1).
An unsaturated state of affairs is a state of affairs with one or more of its arguments
(or the polarity) left unspecified.
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Rather, unification serves to combine the constraints on the relationship
between syntactic structure and meaning representations provided by the
annotated phrase-structure rules.

6 Grammatical Relations and Interpretation
If the coordination between syntax and semantics is not automatically
achieved by virtue of a general correspondence (e.g. homomorphism in
Montague grammar), we have to introduce some additional mechanism
for correlating predicates and arguments with verbs and phrases in the
syntactic tree. Simple heuristics based on order of occurrence in the
surface string are not reliable. Other proposals for semantic interpretation
in situation semantics make reference in the semantic objects themselves
to grammatical relations. The objective is to attain the correct predicate-
argument relations in the face of relation-changing linguistic rules such
as passivization (John kicked Pluto vs. Pluto was kicked by John). These
rules complicate the relationship between surface order of phrases and
their argument roles. In an active sentence with the verb kick, the first
NP denotes the kicker (agent), but in the corresponding passive sentence,
the first NP denotes the thing which was kicked. Cooper (1985, 1986)
suggests the use of different indeterminates for the various grammatical
functions (e.g. s, a subject indeterminate; o an object indeterminate).
In (1) this device is used to express the restriction that the meaning
which is to be unified with the s indeterminate in the meaning for kiss
Mary has to derive from a phrase carrying the grammatical relation of
subject in an utterance. Similarly, Gawron (1986) makes use of semantic
objects, so called labelled indeterminates, where grammatical relations
label argument roles (Figure 6).7

The argument roles of a verb like hand can be filled in different ways.
The role of the recipient can either be filled by the object as in The boy
handed the girl the toy, or by a prepositional phrase (a so called OBLTO)
as in The boy handed the toy to the girl. These two possibilities corre-
spond to the differently labelled indeterminates, $y and $2, in Figure 6.
Gawron proposes a set of semantic rules operating on the labelled objects.
One of these rules, the QI (Quantifying In) Rule (see (2)) is used in the
composition of NP meanings (which are parametric indeterminates) with
the situation types (i.e. labelled indeterminates) associated with verbs,
verb-phrases and sentences.

7 Here and in the following we will identify the argument roles of hand with argument
positions: The bander-role is associated with the first argument position; the recipient-
role is associated with the second argument position; and the object-transferred role
is associated with the third argument position.
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$y = {{ LOG $LOCO
REL HAND
SUBJECT $INDO
OBJECT $INDl

OBJ2 $IND2

POL $POLO )}

$Z = {( LOG $LOCO
REL HAND
SUBJECT SlNDO

OBLTO $INDl
OBJECT $IND2

POL $POLO)}

FIGURE 6 Labelled indeterminates: hand (Gawron 1986)

(2) QI([XP] FUN [HEAD]) =
U[XP] B([XP] : ARC FUN [HEAD])

The QI rule takes an indeterminate [xp], a label FUN, and a second in-
determinate [HEAD]. It produces another labelled indeterminate which
consists of the union of the indeterminate [XP] and a new labelled inde-
terminate which results from substituting the ARC value of [XP] for the
value of FUN in [HEAD]. Gawron points out that the effect of applying
QI to labelled indeterminates expressing the same content, but labelled
differently, produces semantic objects with clearly different contents. His
examples are (3) and (4), where $j/ and $2 are the labelled indeterminates
in Figure 6. $y and $z are labelled indeterminates both expressing the
same content and differing only in their labelling.

(3) Ql(lthe girl] OBJECT [$y])

(4) Qi([tfie girl] OBJECT [$*])

In (3) the girl will be associated with the recipient role of hand, whereas in
(4) the girl becomes the transferred object. This means that the meaning
(here content) of a constituent is no longer a function of the meanings
(contents) of its parts. The meaning function also depends on the labelling
of the contents. Based on this, Gawron concludes that direct interpre-
tation in Montague's sense is not possible in his theory: The labelled
semantic objects are a crucial intermediate stage in the interpretation
process.

The approach which is advocated here makes it unnecessary to allow
reference to grammatical relations in the semantic objects. By limiting
the use of grammatical relations to the constraints expressing conditions
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on the correspondence between the phrasal, functional and semantic struc-
tures, we avoid the problems pointed out by Gawron (1986). In our ap-
proach, the correlation of grammatical relations and semantic argument
roles is accomplished in the annotations on the lexical items, and these
annotations express constraints on the relationship between functional
structures and semantic structures. We do not need to import concepts
from the analysis of grammatical relations into the semantic analysis.
Consider the lexical item for hand as it occurs in the sentence The boy
handed the toy to the girl:

hand V ((j>M* PRED) = 'hand'
(aM* REL) = HAND
(aM* ARGl) = a(<j>~l(<t>M* SUBJ))
(aM* ARG2) = a(^~l((j)M* OBLTO))
(aM* ARG3) = a((j>~l(<t>M * OBJ))

We use the theory of projections to relate information about grammat-
ical relations and semantic roles (Halvorsen and Kaplan 1988). Recall that
the ^-projection maps c-structure into f-structure and the cr-projection
maps c-structure into semantic structure. We can use the composition
of the cr-projection with the inverse of the (^-projection, a o ̂ -1, to ex-
press the fact that the subject of hand fills the first argument (giver) role.
Thus (aM* ARC!) = a(4>~1 (<j)M* SUBJ)) states that the semantic struc-
ture of the first argument of the verb hand, (aM* ARGl), is the semantic
structure corresponding to the node, or set of nodes, associated with the
functional subject of the verb a(<f>~l((j>M* SUBJ)). Similarly, the last two
lines of equations in the lexical entry for hand relate the recipient role
in the semantic structure to the OBLTO and the transferred object to the
OBJ. The relation changing rules of LFG, such as Dative Alternation,
can apply without modification to the entry above and give the correct
predicate argument associations for sentences like The boy handed the girl
the toy.

Reference to grammatical features, such as grammatical relations, be-
long in the inter-module constraints which characterize the relationship
between the phrase-structure, the functional structure and the semantic
representation of a sentence. On the other hand, semantic operations,
such as quantification (cf. the QI rule), may properly be a part of the se-
mantic algebra, but they need not figure in the statement of the semantic
constraints.

7 Conclusions
Adoption of a constraint-based approach to semantic composition invites
a perspective on interpretation where partial information about the in-
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terpretation of phrases originates in the lexical items, in the constituent
structure and in the functional structure, as well as in other modules
of linguistic analysis. Descriptions of the interpretation of phrases are
accumulated incrementally and the interpretation associated with a con-
stituent can be affected by non-local context. This contrasts with the
derivational (or constructive) and strictly compositional approach to in-
terpretation advocated in Montague grammar.

The rule language of unification grammars is strongly limiting in the
operations it makes available. Most theories of natural language seman-
tics, on the other hand, make use of a rich arsenal of semantic operations.
This difference is a source of problems for Montague's homomorphism-
based strategy for interpretation if one takes semantic constraints in uni-
fication grammars to specify semantic operations. We have sketched a
different view of semantic interpretation in unification grammars where
unification of descriptions of semantic representations is used to character-
ize the class of objects that can serve as interpretations for an utterance.
Through a simple extension to the rule language used for syntactic analy-
sis in LFG, we are able to express semantic constraints that are sensitive
to a combination of phrasal, functional and, potentially, other properties
of the utterance.
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Abstract. We sketch and illustrate an approach to machine transla-
tion that exploits the potential of simultaneous correspondences between
separate levels of representation, as formalized in the LFG notation of
codescriptions. The approach is illustrated with examples from English,
German and French where the source and the target language sentences
show noteworthy differences in linguistic analyses.

1 Introduction
In this paper we sketch an approach to machine translation that offers
several advantages compared to many of the other strategies currently be-
ing pursued. We define the relationship between the linguistic structures
of the source and target languages in terms of a set of correspondence
functions instead of providing derivational or procedural techniques for
converting source into target. This approach permits the mapping be-
tween source and target to depend on information from various levels of
linguistic abstraction while still preserving the modularity of linguistic
components and of source and target grammars and lexicons. Our con-
ceptual framework depends on notions of structure, structural description,
and structural correspondence. In the following sections we outline these
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basic notions and show how they can be used to deal with certain in-
teresting translation problems in a simple and straightforward way. In
its emphasis on description-based techniques, our approach shares some
fundamental features with the one proposed by Kay (1984), but we use
an explicit projection mechanism to separate out and organize the intra-
and inter-language components.

Most existing translation systems are either interlingua-based or
transfer-based. Transfer-based systems usually specify a single level of
representation or abstraction at which transfer is supposed to take place.
A source string is analyzed into a structure at that level of representa-
tion, a transfer program then converts this into a target structure at the
same level, and the target string is then generated from this structure.
Interlingua-based systems on the other hand require that a source string
has to be analyzed into a structure that is identical to a structure from
which a target string has to be generated.

Without further constraints, each of these approaches could in prin-
ciple be successful. An interlingual representation could be devised, for
example, to contain whatever information is needed to make all the ap-
propriate distinctions for all the sentences in all the languages under con-
sideration. Similarly, a transfer structure could be arbitrarily configured
to allow for the contrastive analysis of any two particular languages. But
it seems unlikely that systems based on such an undisciplined arrange-
ment of information will ever succeed in practice. Indeed, most trans-
lation researchers have based their systems on representations that have
some more general and independent motivation. The levels of traditional
linguistic analysis (phonology, morphology, syntax, semantics, discourse,
etc.) are attractive because they provide structures with well-defined and
coherent properties, but a single one of these levels does not contain all
the information needed for adequate translation. The D-structure level of
Government-Binding theory, for example, contains information about the
predicate-argument relations of a clause but says nothing about the sur-
face constituent order that is necessary to accurately distinguish between
old and new information or topic and comment. As another example, the
functional structures of Lexical-Functional Grammar do not contain the
ordering information necessary to determine the scope of quantifiers or
other operators.

Our proposal, as it is set forth below, allows us to state simultaneous
correspondences between several levels of source-target representations,
and thus is neither interlingual nor transfer-based. We can achieve mod-
ularity of linguistic specifications by not requiring conceptually different
kinds of linguistic information to be combined into a single structure. Yet
that diverse information is still accessible to determine the set of tar-
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get strings that adequately translate a source string. We also achieve
modularity of a more basic sort: our correspondence mechanism permits
contrastive transfer rules that depend on but do not duplicate the spec-
ifications of independently motivated grammars of the source and target
languages (Isabelle and Macklovitch 1986; Netter and Wedekind 1986).

2 A General Architecture for Linguistic
Descriptions

Our approach uses the equality- and description-based mechanisms of
Lexical-Functional Grammar. As introduced by Kaplan and Bresnan
(1982), Lexical-Functional Grammar assigns to every sentence two lev-
els of syntactic representation, a constituent structure (c-structure) and
a functional structure (f-structure). These structures are of different for-
mal types—the c-structure is a phrase-structure tree while the f-structure
is a hierarchical finite function—and they characterize different aspects
of the information carried by the sentence. The c-structure represents
the ordered arrangement of words and phrases in the sentence while the
f-structure explicitly marks its grammatical functions (subject, object,
etc.). For each type of structure there is a special notation or description-
language in which the properties of desirable instances of that type can
be specified. Constituent structures are described by standard context-
free rule notation (augmented with a variety of abbreviatory devices that
do not change its generative power), while f-structures are described by
Boolean combinations of function-argument equalities stated over vari-
ables that denote the structures of interest. Kaplan and Bresnan assumed
a correspondence function mapping between the nodes in the c-structure
of a sentence and the units of its f-structure, and used that piecewise
function to produce a description of the f-structure (in its equational lan-
guage) by virtue of the mother-daughter, order, and category relations of
the c-structure.

The formal picture developed by Kaplan and Bresnan, as clarified by
Kaplan (1987), is illustrated in the following structures for sentence (1):

(1) a. The baby fell.
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'PRED 'fall((t SUBJ))'
TENSE PAST

SUBJ ,
/a:

"PRED 'baby' ~|
NUM SG

[DBF + 1
SPEC [PRED 'the'J

The c-structure appears on the left, the f-structure on the right. The c-
structure to-f-structure correspondence, </>, is shown by the linking lines.
The correspondence <j> is a many-to-one function taking the S, VP, V
nodes all into the same outermost unit of the f-structure, /i .

The node-configuration at the top of the tree satisfies the statement
S -> NP VP in the context-free description language for the c-structure.
As suggested by Kaplan (1987), this is a simple way of defining a collec-
tion of more specific properties of the tree, such as the fact that the S
node (labeled ni) is the mother of the NP node (712). These facts could
also be written in equational form as M(nz) = r»i, where M denotes the
function that takes a tree-node into its mother. Similarly, the outermost
f-structure satisfies the assertions (/i TENSE) = PAST, (/i SUBJ) = /j, and
(/2 NUM) = SG in the f-structure description language. Given the illus-
trated correspondence, we also know that j\ = <£(ni) and /2 =
Taking all these propositions together, we can infer first that

(tf(m) SUBJ) =
and then that

SUBJ) =
This equation identifies the subject in the f-structure in terms of the
mother-daughter relation in the tree.

In LFG the f-structure assigned to a sentence is the smallest one that
satisfies the conjunction of equations in its functional description. The
functional description is determined from the trees that the c-structure
grammar provides for the string by a simple matching process. A given
tree is analyzed with respect to the c-structure rules to identify partic-
ular nodes of interest. Equations about the f-structure corresponding to
those nodes (via </>) are then derived by substituting those nodes into
equation-patterns or schemata. Thus, still following Kaplan (1987), if *
appears in a schema to stand for the node matching a given rule-category,
the functional description will include an equation containing that node
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(or an expression such as nz that designates it) instead of *. The equa-
tion (0(M(«2)) SUBJ) = 1 (̂712) that we inferred above also results from
instantiating the schema (</>(M(*)) SUBJ) = <£(*) annotated to the NP
element of the S rule in (2a) when that rule-element is matched against
the tree in (Ib). Kaplan observes that the f and 4- metavariables in the
Kaplan/Bresnan formulation of LFG are simply convenient abbreviations
for the complex expressions </>(Af(*)) and <^(*), respectively, thus explicat-
ing the traditional, more palatable formulation in (2b).

(2) a. S — > NP VP

b. S — » NP VP
(t SUBJ) =4. t = 4-

This basic conception of descriptions and correspondences has been
extended in several ways. First, this framework has been generalized to
additional kinds of structures that represent other subsystems of linguis-
tic information (Kaplan 1987; Halvorsen 1988). These structures can be
related by new structural correspondences that permit appropriate de-
scriptions of more abstract structures to be produced. Halvorsen and
Kaplan (1988), for example, discuss a level of semantic structure that
encodes predicate-argument relations and quantifier scope, information
that does not enter into the kinds of syntactic generalizations that the f-
structure supports. They point out how the semantic structure can be set
in correspondence with both c-structure and f-structure units by means of
related mappings a and a' . Kaplan (1987) raises the possibility of further
distinct structures and correspondences to represent anaphoric dependen-
cies, discourse properties of sentences, and other projections of the same
string.

Second, Kaplan (1988) and Halvorsen and Kaplan (1988) discuss other
methods for deriving the descriptions necessary to determine these ab-
stract structures. The arrangement outlined above, in which the de-
scription of one kind of structure (the f-structure) is derived by analyz-
ing or matching against another one, is an example of what is called
description-by-analysis. The semantic interpretation mechanisms pro-
posed by Halvorsen (1983) and Reyle (1988) are other examples of this
descriptive technique. In this method the grammar provides general pat-
terns to compare against a given structure and these axe then instantiated
if the analysis is satisfactory. One consequence of this approach is that
the structure in the range of the correspondence, the one whose descrip-
tion is being developed, can only have properties that are derived from
information explicitly identified in the domain structure.

Another description mechanism is possible when three or more struc-
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tures are related through correspondences. Suppose the c-structure and
f-structure are related by <j> as in (2a) and that the function a then maps
the f-structure units into corresponding units of semantic structure of
the sort suggested by Fenstad et al. (1987). The formal arrangement is
shown in Figure 1. This configuration of cascaded correspondences opens

PRED 'fall<(t SUBJ))'
TENSE PAST

PRED 'baby'
NUM SO

FDEF +SUBJ
SPEC [PRED 'the

REL fall

ARGl <72:

IND [ID IND]
SPEC [DET THE]

REL BABY

COND ARGl

POL 1

LOG

IND [ID IND-LOC]

REL PRECEDE

COND ARGl

ARG2 LOC-D

POL 1

FIGURE 1

up a new descriptive possibility. If a and <j> are both structural corre-
spondences, then so is their composition a o <j>. Thus, even though the
units of the semantic structure correspond directly only to the units of
the f-structure and have no immediate connection to the nodes of the c-
structure, a semantic description can be formulated in terms of c-structure
relations. The expression ff(<f>(M(*))) can appear on a c-structure rule-
element to designate the semantic-structure unit corresponding to the
f-structure that corresponds to the mother of the node that matches that
rule-element. Since projections are monadic functions, we can remove the
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uninformative parentheses and write (a<t>M* ARGl) = &(<t>M* SUBJ), or,
using the | metavariable, (erf ARGl) = cr(t SUBJ). Schemata such as this
can be freely mixed with LFG's standard functional specifications in lex-
ical entries and c-structure rules. For example, the lexical entry for fall
might be given as follows:

(3) fall V (t PRED) = 'fall {(t SUBJ)) '
(at REL) = FALL
(erf ARGl) = <r(t SUBJ)

Descriptions formulated by composing separate correspondences have
a surprising characteristic: they allow the final range structure (e.g. the
semantic structure) to have properties that cannot be inferred from any
information present in the intermediate (f-) structure. But those proper-
ties can obtain only if the intermediate structure is derived from an initial
(c-) structure with certain features. For example, Kaplan and Maxwell
(1988a) exploit this capability to describe semantic structures for coordi-
nate constructions which necessarily contain the logical conjunction ap-
propriate to the string even though there is no reasonable place for that
conjunction to be marked in the f-structure. In sum, this method of de-
scription, which has been called codescription, permits information from
a variety of different levels to constrain a particular structure, even though
there are no direct correspondences linking them together. It provides for
modularity of basic relationships while allowing certain necessary restric-
tions to have their influence.

The descriptive architecture of LFG as extended by Kaplan and
Halvorsen provides for multiple levels of structure to be related by sep-
arate correspondences, and these correspondences allow descriptions of
the various structures to be constructed, either by analysis or compo-
sition, from the properties of other structures. Earlier researchers have
applied these mechanisms to the linguistic structures for sentences in a
single language. In this paper, we extend this system one step further:
we introduce correspondences between structures for sentences in differ-
ent languages that stand in a translation relation to one another. The
description of the target language structures are derived via analysis and
codescription from the source language structures, by virtue of additional
annotations in c-structure rules and lexical entries. Those descriptions
are solved to find satisfying solutions, and these solutions are then the
input to the target generation process.

In the two language arrangement sketched below, we introduce the T
correspondence to map between the f-structure units of the source lan-
guage and the f-structure units of the target language. The a correspon-
dence maps from the f-structure of each language to its own corresponding
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semantic structure, and a second transfer correspondence r' relates those
structures.

(4) Source Target

•/ ' V
> o semantic structure

07 V
o > o f-structure

T \0
o c-structure

This arrangement allows us to describe the target f-structure by compos-
ing </> and T to form expressions such as r(<t>M* COMP) = (r<j>M* XCOMP)
or simply r(t COMP) = (rt XCOMP)). This maps a COMP in the source f-
structure into an XCOMP in the target f-structure. The relations asserted
by this equation are depicted in the following source-target diagram:

As another example, the equation T'(<T\ ARC!) = (orf ARGl) identifies
the first arguments in the source and target semantic structures. The
equation r'<r(t SUBJ) = a(r\ TOPIC) imposes the constraint that the
semantics of the source SUBJ will translate via T' into the semantics of the
target TOPIC but gives no further information about what those semantic
structures actually contain.

Our general correspondence architecture thus applies naturally to the
problem of translation. But there are constraints on correspondences
specific to translation that this general architecture does not address. For
instance, the description of the target-language structures derived from
the source-language is incomplete. The target structures may and usually
will have grammatical and semantic features that are not determined by
the source. It makes little sense, for example, to include information about
grammatical gender in the transfer process if this feature is exhaustively
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determined by the grammar of the target language. We can formalize
the relation between the information contained in the transfer component
and an adequate translation of the source sentence in the target sentence
as follows: for a target sentence to be an adequate translation of a given
source sentence, it must be the case that a minimal structure assigned to
that sentence by the target grammar is subsumed by a minimal solution to
the transfer description. One desirable consequence of this formalization
is that it permits two distinct target strings for a source string whose
meaning in the absence of other information is vague but not ambiguous.

Thus this conceptual and notational framework provides a powerful
and flexible system for imposing constraints on the form of a target sen-
tence by relating them to information that appears at different levels of
source-language abstraction. This apparatus allows us to avoid many of
the problems encountered by more derivational, transformational or pro-
cedural models of transfer. We will illustrate our proposal with some
examples that have posed challenges for some other approaches.

3 Examples
3.1 Changes in Grammatical Function
Some quite trivial changes in structure occur when the source and the tar-
get predicate differ in the grammatical functions that they subcategorize
for. We will illustrate this with an example in which a German transitive
verb is translated with an intransitive verb taking an oblique complement
in French:

(6) a. Der Student beantwortet die Frage.
b. L'etudiant repond a la question.

We treat the oblique preposition as a PRED that itself takes an object.
Ignoring information about tense, the lexical entry for beantworten in the
German lexicon looks as follows:

(7) beantworten V (| PRED) = 'beantworten ((t SUBj), (| OBJ)} '

while the transfer lexicon for beantworten contains the following mapping
specifications:

(8) (rt PRED FN) = repondre
(rt SUBJ) = r(t SUBJ)
(rt AOBJ OBJ) = r(t OBJ)

We use the special attribute FN to designate the function-name in se-
mantic forms such as 'beantworten<(t SUBj)(t OBJ)>'. In this transfer
equation it identifies repondre as the corresponding French predicate. This
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specification controls lexical selection in the target, for example, selecting
the following French lexical entry to be used in the translation:

(9) repondre V (t PRED) = 'repondre<(t SUBJ)(t AOBJ)>'

With these entries and the appropriate but trivial entries for der Stu-
dent and die Frage we get the following f-structure in the source language
and associated f-structure in the target language for the sentence in (6a):

(10)

/I

PRED 'beantworten{(t SUBJ),
TENSE PRES

• PRED 'Student'
NUM SG
GEND MASC

DBF +

PRED 'der

OBJ)}'

SUBJ /2

SPEC

OBJ /3

PRED 'Frage'
NUM SG
GEND FEM

DBF +

PRED 'die'SPEC

'PRED 'repondre((t SUBJ), (f AOBJ)}'
TENSE PRES

r PRED 'etudiant'
NUM SG
GEND MASC

["DBF +
SUBJ T2

SPEC [PRED 'le'

AOBJ

"PRED 'a<(t OBJ))'
PCASE AOBJ

PRED 'question'
NUM SG
GEND FEM

[DBF +
[PRED 'la'

OBJ T3

SPEC

The second structure is the f-structure the grammar of French assigns
to the sentence in (6b). This f-structure is the input for the generation
process. Other examples of this kind are 'like'/ 'plaire' and 'help'/ 'helfen'.

In the previous example the effects of the change in grammatical func-
tion between the source and target language are purely local. In other
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cases there is a non-local dependency between the subcategorizing verb
and a dislocated phrase. This is illustrated by the relative clause in (11):

(11) a. ...der Brief, den der Student zu beantworten scheint.
b. ...la lettre, a laquelle 1'etudiant semble repondre.

...the letter, that the student seemed to answer.

The within-clause functions of the relativized phrases in the source and
target language are determined by predicates which may be arbitrarily
deeply embedded, but the relativized phrase in the target language must
correspond to the one in the source language.

Let us assume that relative clauses can be analyzed by the following
slightly simplified rules, making use of functional uncertainty (see Kaplan
and Maxwell 1988b for a technical discussion of functional uncertainty)
to capture the non-local dependency of the relative phrase (equations on
the head NP are ignored):

(12) NP —> NP S'
(| RELADj) = J.

S' —>• XP S
(f REL-TOPIC) = J, f = 4-
(t XCOMP* GF) = 4-

We can achieve the desired correspondence between the source and the
target by augmenting the first rule with the following transfer equations:

(13) NP —•» NP S'
(f RELADJ) = 4-

r(t RELADJ) = (rf RELADJ)
r(4- REL-TOPIC) = (T± REL-TOPIC)

The effect of this rule is that the r value of the relativized phrase
(REL-TOPIC) in the source language is identified with the relativized
phrase in the target language. However, the source REL-TOPIC is also
identified with a within-clause function, say OBJ, by the uncertainty equa-
tion in (12). Lexical transfer rules such as the one given in (8) indepen-
dently establish the correspondence between source and target within-
clause functions. Thus, the target within-clause function will be identified
with the target relativized phrase. This necessary relation is accomplished
by lexically and structurally based transfer rules that do not make refer-
ence to each other.
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3.2 Differences in Control
A slightly more complex but similar case arises when the infinitival com-
plement of a raising verb is translated into a finite clause, as in the fol-
lowing:

(14) a. The student is likely to work.
b. II est probable que Petudiant travaillera.

In this case the necessary information is distributed in the following way
over the source, transfer, and target lexicons:

(15) likely A (f PRED) = 'likely{(t XCOMP)) (t SUBJ)' (source)
(t SUBJ) = (t XCOMP SUBJ)

(rt PRED FN) = probable
(rt COMP) = r(t XCOMP)

(transfer)

probable A (t PRED) = 'probable((t COMP))(f SUBJ)'
(t SUBJ FORM) = IL
(t COMP COMPL) = QUE (target)
(t COMP TENSE) = FUTURE

Here the transfer projection builds up an underspecified target structure,
to which the information given in the entry of probable is added in the
process of generation. Ignoring the contribution of is, the f-structure for
the English sentence identifies the nonthematic SUBJ of likely with the
thematic SUBJ of work as follows:

(16) [PRED 'likely ((t XCOMP)) (t SUBJ)'
PRED 'student'
NUM SG

SUBJ | |-DEF +
'the'

SPEC

XCOMP
PRED 'work

SUBJ

PRED

The corresponding French structure in (17) contains an expletive SUBJ,
il, for probable and an overtly expressed SUBJ for travailler. The latter is
introduced by the transfer entry for work.
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(17) PRED 'probable {(t cOMp))(t SUBJ)'
SUBJ [FORM IL]

PRED 'travailler{(t SUBJ))'
COMPL QUE
TENSE FUTURE

["PRED 'etudiant'
COMP GEND MASC

NUM SG

DBF +

PRED 'le'

SUBJ

SPEC

Again this f-structure satisfies the transfer description and is also assigned
by the French grammar to the target sentence.

3.3 The Use of Multiple Projections
There is one detail about the example in (14) that needs further dis-
cussion. Simplifying matters somewhat, there is a requirement that the
temporal reference point of the complement has to follow the temporal
reference point of the clause containing likely, if the embedded verb is
a process verb. Basically the same temporal relations have to hold in
French with probable. The way this is realized will depend on what the
tense of probable is, which in turn is determined by the discourse up to
that point. A sentence similar to the one given in (14b) but appearing in
a narrative in the past would translate as the following:

(18) n etait probable que 1'etudiant travaillerait.

In the general case the choice of a French tense does not depend on the
tense of the English sentence alone, but is also determined by information
that is not part of the f-structure itself. We postulate another projection,
the temporal structure, reached from the f-structure through the corre-
spondence x (from xpoi/tKo?, temporal). It is not possible to discuss here
the specific characteristics of such a structure. The only thing that we
want to express is the constraint that the event in the embedded clause
follows the event in the main clause. We assume that the temporal struc-
ture contains the following information for likely-to-V, as suggested by
Fenstad et al. (1987):

(19) likely V (xt COND REL) = precede
(xt COND ARC!) = (x t IND)
(Xt COND ARG2 ID) = IND-LOC2

This is meant to indicate that the temporal reference point of the event
denoted by the embedded verb extends after the temporal reference point
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of the main event. The time of the main event is in part determined by
the tense of the verb be, which we ignore here. The only point we want
to make is that aspects of these different projections can be specified in
different parts of the grammar. We assume that French and English have
the same temporal structure but that in the context of likely it is realized
in a different way. This can be expressed by the following equation:

(20) xt = xrt

Here the identity between x and XT provides an interlingua-like approach
to this particular subpart of the relation between the two languages. This
is diagrammed in Figure 2.
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PRED 'likely {(f XCOMP)) (t SUBJ)'
'FRED 'student'
NUM SG

[DBF +
PRED 'the'

FPRED 'work((t SUBJ))'

SUBJ

XCOMP
SUBJ

PRED 'probable ((t COMP)) (t SUBJ)'
SUBJ [FORM IL]

PRED 'travailler {(t SUBJ)) '
COMPL QUE
FORM FINITE

PRED 'etudiant'
COMP NUM SG

GEND MASC
[DBF +
I PRED 'le

SUBJ

SPEC

IND [ID IND-LOCl]

" REL PRECEDE

ARGl

ARG2 [ID IND-LOC2]
COND

IND [ID IND-LOCl]

•REL PRECEDE
ARGlCOND
ARG2 [ID IND-LOC2]

FIGURE 2

Allowing these different projections to simultaneously determine the
surface structure seems at first blush to complicate the computational
problem of generation, but a moment of reflection will show that that
is not necessarily so. Although we have split up the different equations
among several projections for conceptual clarity, computationally we can
consider them to define one big attribute value structure with \ and T as
special attributes, so the generation problem in this framework reduces
to the problem of generating from attribute-value structures which are
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formally of the same type as f-structures (see Halvorsen and Kaplan 1988,
Wedekind 1988, and Momma and Dorre 1987, for discussion).

3.4 Differences in Embedding
The potential of the system can also be illustrated with a case in which
we find one more level of embedding in one language than we find in the
other. This is generally the case if a modifier-head relation in the source
language is reversed in the target structure. One such example is the
relation between the sentences in (21):

(21) a. The baby just fell.
b. Le bebe vient de tomber.

One way to encode this relation is given in the following lexical entry for
just (remember that all the information about the structure of venir in
French will come from the lexicon and grammar of French itself):

(22) just ADV (t PRED) = 'just{(t ARC))'
(rt PRED FN) = venir
(rf XCOMP) = r(t ARC)

This assigns to just a semantic form that takes an ARC function as its ar-
gument and maps it into the French venir. This lexical entry is combined
with phrase-structure rule (23). This rule introduces sentence adverbs and
makes the f-structure corresponding to the S node fill the ARC function
in the f-structure corresponding to the ADV node.

(23) S —> NP / ADV \ VP
(f SUBJ) = 4. Vt = (4- ARG)J

Note that the f-structure of the ADV is not assigned a function within
the S-node's f-structure, which is shown in (24). This is in keeping with
the fact that the adverb has no functional interactions with the material
in the main clause.

(24) PRED 'fall((t SUBJ))'
TENSE PAST

'PRED 'baby'
NUM SG

FDEF +SUBJ
SPEC [PRED 'the'

The relation between the adverb and the clause is instead represented
only in the f-structure associated with the ADV node:
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(25) "PRED 'just{(t ARC))'

ARC

"PRED 'fall((t SUBJ)}' 1
TENSE PAST

SUBJ

"PRED 'baby'
NUM SG

[DEF + 1
SPEC , , ,[PRED 'the'J

In the original formulation of LFG, the f-structure of the highest node
was singled out and assigned a special status. In our current theory we
do not distinguish that structure from all the others in the range of <j>:
the grammatical analysis of a sentence includes the complete enumeration
of ^-associations. The S-node's f-structure typically does contain the
f-structures of all other nodes as subsidiary elements, but not in this
adverbial case. The target structures corresponding to the various f-
structures are also not required to be integrated. These target f-structures
can then be set in correspondence with any nodes of the target c-structure,
subject to the constraints imposed by the target grammar. In this case,
the fact that venir takes an XCOMP which corresponds to the ARG of just
means that the target f-structure mapped from the ADV's f-structure
will be associated with the highest node of the target c-structure. This is
shown in (26).

(26) PRED 'venir {(t XCOMP)) (f SUBJ)'
'PRED 'bebe'
GEND MASC
NUM SG

DEF +

PRED 'le'

SUBJ

SPEC

XCOMP

PRED 'tomber{(f SUBJ)}'
COMPL DE
TENSE INF

SUBJ

The above analysis does not require a single integrated source structure to
map onto a single integrated target structure. An alternative analysis can
handle differences of embedding with completely integrated structures. If
we assign an explicit function to the adverbial in the source sentence, we
can reverse the embedding in the target by replacing (23) with (27):
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(27) S —4 NP / ADV \ VP
(f SADJ) = J,
= (r4- XCOMP),

In this case the embedded f-structure of the source adverb will be mapped
onto the f-structure that corresponds to the root node of the target c-
structure, whereas the f-structure of the source S is mapped onto the
embedded XCOMP in the target. The advantages and disadvantages of
these different approaches are being investigated further.

4 Conclusion
We have sketched and illustrated an approach to machine translation that
exploits the potential of simultaneous correspondences between different
levels of linguistic representation. This is made possible by the equality
and description based mechanisms of LFG. This approach relies mainly on
codescription, and thus it is different from other LFG-based approaches
that use a description-by-analysis mechanism to relate the f-structure of
a source language to the f-structure of a target language (see for example
Kudo and Nomura 1986). Our proposal allows for partial specifications
and multi-level transfer. In that sense it also differs from strategies pur-
sued, for example, in the Eurotra project (Arnold and des Tombe 1987),
where transfer is based on one level of representation obtained by trans-
forming the surface structure in successive steps.

We see it as one of the main advantages of our approach that it allows
us to express correspondences between separate pieces of linguistically
motivated representations and in this way allows the translator to exploit
the linguistic descriptions of source and target language in a more direct
way than is usually proposed.
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Part V

Mathematical and Computational
Issues

The original design of the LFG formalism was guided by a combination
of different goals. In keeping with the Competence Hypothesis (Bresnan
and Kaplan 1982; Kaplan and Bresnan 1982), it was intended to permit
the statement of linguistic generalizations in a notation that would allow
simple, psychologically plausible processing mechanisms to be defined.
The notation was also intended to be mathematically tractable and to
admit interpretation by simple and efficient processing algorithms.

The concern with mathematical and computational issues was an im-
portant way in which the LFG approach was distinguished from other pop-
ular formalisms of the 1970's. Transformational grammars, for example,
had been shown by Peters and Ritchie (1973) to generate all recursively
enumerable sets, and the major computational formalisms, including Aug-
mented Transition Networks (Woods, 1970), Definite Clause Grammars
(Pereira and Warren 1980), and Kay's (1967) Powerful Parser formalism,
also were known to have that generative capacity. Mathematical analysis
sheds little light on the scientifically interesting properties of systems with
such descriptive power, and for many computational problems there are
no complete and efficient algorithms.

The LFG formalism was set up from the start to provide a direct
characterization of the phrasal and functional levels of linguistic repre-
sentation through a simple composition of two well-known mathematical
systems, context-free rewriting grammars and quantifier-free constraints
on attribute-value structures. When it was first formulated, this arrange-
ment seemed to be appropriately limited in its expressive power, but a
series of later studies was needed to provide a rigorous understanding of
its formal properties. At the outset it was obvious that the system had
at least the generative capacity of context-free grammars, since context-
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free devices were properly included in the formalism. At a workshop
at Stanford University, Maling and Zaenen (1980) raised the problem of
Dutch cross-serial dependencies as a formal challenge for LFG and other
nontransformational theories of syntax. Providing the first demonstration
that LFG had more than context-free power, the solution to this empirical
problem stimulated an initial round of formal investigations.

Kaplan and Bresnan (1982) reported the results of these early studies.
They observed that the functional description language was equivalent to
the quantifier-free theory of equality, and noted that the equational con-
straints could be used to code very complex dependencies among different
parts of a phrase structure tree. Many of the classical non-context-free
formal languages could thus be given very simple grammatical character-
izations. Bresnan et al. (1982) made use of these descriptive mechanisms
to provide a very simple account of the Dutch phenomena.

Kaplan and Bresnan also worked to establish an upper bound on the
power of the system. They showed that the simple composition of context-
free and equational systems was very powerful indeed: it could charac-
terize all the recursively enumerable sets. They located the source of
this excessive power in the fact that the context-free component could
assign an unbounded number of phrase structures to a given string, and
each of these might have to be checked for functional validity before the
grammaticality of the string could be determined. They proposed a natu-
ral restriction on the number of grammatically relevant phrase structures
and showed that this condition was necessary and sufficient to guarantee
the recursiveness of the overall system and hence the decidability of its
recognition problem. Kaplan and Bresnan called this the "nonbranching
dominance" condition, but it has become better known in the literature
as the condition of "off-line parsability".

A much better understanding of the mathematical properties of LFG
emerged from the work of Kelly Roach, then a student at Stanford Uni-
versity. In two papers that were unfortunately never completed or pub-
lished, Roach examined the LFG notation from the perspective of formal
language theory. He showed (Roach 1985) that the class of languages gen-
erated by lexical-functional grammars shares many properties with the
class of context-free languages. The LFG languages are closed under the
operations of union, concatenation, and positive Kleene closure, for exam-
ple. Also, every LFG language can be characterized by an LFG grammar
whose c-structure rules are in Chomsky Normal Form. He also proved a
far more interesting normal-form theorem: Every LFG language can be
characterized by an LFG grammar with a single c-structure rule in left-
linear form (essentially, 'S -¥ (S) word'). Since a c-structure grammar of
this form generates only regular languages, Roach's theorem establishes
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the surprising fact that hierarchical phrase-structure configurations add
nothing to the weak generative capacity of the system. As an immediate
corollary, Roach showed that the LFG languages, unlike the context-free
languages, are closed under intersection.

In another partial manuscript, Roach (1983) proved some other no-
table propositions. Generalizing on the method of counting f-structures
used first by Kaplan and Bresnan (1982), he showed that certain arith-
metic operations and their compositions can be simulated by the lengths
of the sentences in lexical-functional languages over a one-letter alphabet.
These operations include addition, multiplication, and exponentiation, so
that, for example, a grammar can be constructed for a language whose
strings are of length 2n for all n > 1. Roach draws two important con-
sequences from this peculiar construction. Given these operations, it is
possible to provide for any Diophantine equation an LFG grammar whose
language will be non-empty if and only if that equation has an integer solu-
tion. This problem (Hilbert's Tenth) is known to be undecidable, and the
emptiness problem for LFGs must therefore be undecidable too. Nishino
(1991) later provided another proof of this result using a reduction to
Post's Correspondence Problem. Roach's arithmetic operations are also
sufficient to produce languages that violate the pumping lemma for the
Indexed Languages, indicating that the lexical-functional languages are
not contained within that other well-known class.

Mark Johnson's work has also helped to set LFG and related for-
malisms on a firm mathematical foundation. In his thesis (Johnson 1988),
he provided a very precise translation of LFG's functional description lan-
guage from its somewhat idiosyncratic notation into a more carefully de-
fined 'attribute-value logic'. This brings out more clearly the connection
between the LFG formalism and the more standard notation of the first-
order quantifier-free theory of equality. It also enables alternative and
more rigorous proofs for some previously known properties (for example,
decidability with off-line parsability) and leads to a number of new and
interesting results. Johnson shows that the attribute-value logic is sound,
complete, and compact, and that certain restrictions and extensions of
the logic and its models do not affect satisfiability or validity. In later
work, represented by his paper in this section "Logic and feature struc-
tures" , Johnson continues his work on grounding grammatical formalisms
in standard mathematical systems. He discusses the Schonfinkel-Bernays
subset of first-order logic, pointing out that this class of formulas is rich
enough to express the attribute-value specifications found in LFG and
other unification formalisms as well as a large family of formal exten-
sions. It immediately follows that the satisfiability problem for all such
extensions is decidable.
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Another line of research has led to a clearer understanding of the com-
putational properties of LFG. Kaplan and Bresnan (1982) showed that the
recognition problem—determining whether or not a given string belongs
to the language generated by a given (off-line parsable) LFG grammar—
is decidable. They outlined a straightforward algorithm that applies a
simple equation solver to functional descriptions instantiated on the trees
produced by any context-free parser. They did not analyze the computa-
tional complexity either of this particular algorithm or of the recognition
problem in general. Berwick (1982) did perform a more careful analy-
sis and demonstrated that LFG recognition belongs to the class of NP-
complete problems. This means that LFG recognition is equivalent in its
worst-case complexity to a large number of other problems that can be
solved very quickly (that is, in Polynomial time) on a A/"ondeterministic
Turing machine. Intuitively, these problems have in common the fact
that the correctness of candidate solutions is easy to verify, but a correct
candidate may be hidden among an exponentially large number of incor-
rect possibilities. A nondeterministic Turing machine is a mathematical
fiction that operates very quickly because it is charged only for the time
it takes to verify correct solutions. A deterministic Turing machine is a
more realistic model of computation, but it is charged for the time it takes
to search for the candidate solutions as well as for the time to verify each
one. There are no known algorithms for solving .VP-complete problems
on a deterministic Turing machine in less than exponential time.

Exponential algorithms are generally regarded as computationally im-
practical, and this result suggests that the original goal of obtaining sim-
ple and efficient LFG processing algorithms is unattainable. It also raises
questions about the likelihood that LFG grammars can be embedded in
plausible models of psycholinguistic performance, given the apparent ease
with which people can produce and comprehend sentences.

It is important to keep in mind, however, that this result does not
take into account other information that might be available in practical
or psychological situations to guide the search for solutions. The Com-
petence Hypothesis proposes that a formal grammar comprises only one
component of a complete model of performance, and that the behavior of
such a model would also be determined by other, nongrammatical pro-
cessing parameters. Indeed, as Kaplan (1982) observed, the search-with-
fast-verify paradigm presents a particular advantage in psycholinguistic
modeling. Nongrammatical parameters such as frequency and semantic
or pragmatic context can act as imperfect oracles that heuristically in-
fluence the search process, as Ford et al. (1982) suggested. This reduces
the number of solutions offered for verification while the computational
cost of testing each one remains polynomially bounded. Thus, the decom-
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posability of LFG recognition into search and verify processes may aid in
constructing performance models that naturally account for the interplay
between heuristic guidance and grammatical constraints. The first paper
in this section, "Three Seductions of Computational Psycholinguistics",
discusses a number of conceptual issues that arise in the attempt to con-
struct computationally explicit performance models, especially ones that
incorporate the competence specifications of a formal linguistic theory
such as LFG.

It is also important to note that Berwick's jVP-completeness result
concerns only the worst-case complexity of the formalism. It indicates
that for some LFG grammar there may be some sentence that takes expo-
nential time to recognize. But it may be the case that grammars of actual
natural languages lie in a (perhaps difficult to characterize) subset of all
possible lexical-functional grammars, and that grammars in this class are
in fact amenable to efficient processing. Indeed, Nishino (1991), Seki et
al. (1993), and Ando et al. (1994) have identified formal subclasses of the
lexical-functional languages that are recognizable in polynomial time, but
it is still unknown whether these subclasses provide the necessary degree
of linguistic expressiveness. Even if natural languages do not lie in such
a restricted subclass, it may be that the sentences that are particularly
difficult to process occur quite infrequently and have very unusual struc-
tural properties. If either of these possibilities holds true, then it may be
possible to discover processing algorithms that operate in polynomial time
for usual grammars and usual sentences, exhibiting worst-case complexity
only in very rare circumstances.

This section includes two papers that address these computational is-
sues. In "A Method for Disjunctive Constraint Satisfaction", Maxwell
and Kaplan examine one major source of exponential behavior, the fact
that the functional description language allows simple equations to be
embedded in arbitrary Boolean expressions. The most straightforward
way of determining the satisfiability of such a formula is first to trans-
form the Boolean expression to disjunctive normal form (DNF) and then
to use any of the well-known, fast methods to solve the resulting con-
joined sets of equations. The exponential behavior comes from the DNF
transformation; this can generate an exponential number of candidate
conjunctions to be processed by the polynomial equation solver. Maxwell
and Kaplan suggest an alternative processing strategy that defers the dis-
junctive expansion until after the equation solver has detected possible
incompatibilities. If for typical sentences and typical grammars conflict-
ing equations tend to come from nearby substructures, the amount of
disjunctive expansion is drastically reduced. Kasper (1987) and Eisele
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and Dorre (1988) offer different approaches to the problem of disjunctive
expansion.

The second paper by Maxwell and Kaplan, "The Interface between
Phrasal and Functional Constraints," considers a potential source of ex-
ponential computation that remains even if Boolean combinations of basic
equations can be solved quite rapidly, say, by disjunctive unification. The
context-free component can generate exponentially many trees for a given
string, and the satisfiability of the functional description for each of them
must be tested. One particular strategy, bottom-up pruning, for mediat-
ing between the phrasal and functional constraint systems is commonly
used in implementations of LFG and of other feature-based syntactic for-
malisms. Maxwell and Kaplan explore a family of other configurations
and provide arguments and evidence to suggest that the conventional
technique is not the optimal one.

Research on the mathematical and computational properties of LFG
and related formalisms is still ongoing. One recent result concerns the
generation problem: the problem of determining whether or not, given
a particular grammar and a particular functional structure, there exists
a string in the language of that grammar that would be assigned that
functional structure. Wedekind (1995) has provided an answer to this
question, showing that this problem is decidable even, surprisingly, when
the condition on off-line parsability is not respected. Other recent work
by Blackburn and Gardent (1995) has drawn a connection between the
structural correspondence architecture of LFG and formal notions that
are currently being explored in modal logic.
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Three Seductions of Computational
Psycholinguistics
RONALD M. KAPLAN

1 Introduction
Descriptive linguists, computational linguists, and psycholinguists have
traditionally been concerned with different aspects of the formal study
of language. Linguists want explicit grammatical formulations to char-
acterize the well-formed sentences of a language and to indicate in some
systematic way how the sequence of elements that makes up an utterance
encodes that utterance's meaning. They don't particularly care about
specific processing algorithms that might be used to identify well-formed
sentences or to associate them with their meanings, but this is a central
concern of computational linguists. Computational linguists are inter-
ested in discovering the feasible algorithms that can interpret grammati-
cal descriptions to recognize or produce utterances, and in understanding
how the performance of these algorithms depends on various properties of
grammars and machine architectures. Psycholinguists are also concerned
with processes and algorithms, but not just with ones that are feasible
within conventional computational architectures. They focus on algo-
rithms and architectures that model or elucidate the language processing
capabilities of human speakers and listeners.

These differences in concern have been the source of much debate over
the years, and in some cases, suspicion, misunderstanding and confusion.

This paper is a slightly edited transcript of a talk presented to the workshop on Linguis-
tic Theory and Computer Applications, University of Manchester Institute of Science
and Technology, September 1985. It originally appeared in Linguistic Theory and
Computer Applications, ed. P. Whitelock, M. M. Wood, H. L. Somers, R. Johnson,
and P. Bennett (London: Academic Press, 1987), 149-181.
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The formalisms and methods of one approach have often seemed coun-
terintuitive, if not totally inappropriate, for addressing the problems of
the others. But it also happens that what seem like obvious and in-
tuitive strategies for a given approach are actually inappropriate even
for addressing its own problems. For each discipline there are certain
compelling temptations or seductions that practitioners typically and fre-
quently fall into. In the metaphysical remarks at the beginning of my
talk I want to review some of the errors that have come from paying too
much attention to intuitions that come from any of these domains. These
are temptations that lead you into doing things that you wouldn't really
want to do if you understood what was really going on. I have picked out
three particular seductions that might spark some discussion later.

Having outlined some of the ways in which one can get off the track, I
want to tell you a little bit about Lexical Functional Grammar and how
it is organized to avoid some of these seductions. I'll present some fun-
damental formal concepts that we use in LFG but which I think can be
abstracted away from the details of our formalism. I think these mecha-
nisms are common to a variety of formalisms and perhaps represent the
right level at which to define a linguistic meta-language.

2 The Procedural Seduction: A Computational
Temptation

The first seduction is what I call the procedural seduction, the mistaken
belief that you know what to do next and that you can gain computational
efficiency by saying what it is. This comes from your intuitions about
computation, about how you would actually go about recognizing and
generating utterances with specific, concrete algorithms and programs.
This kind of seduction had a valid justification in its day. Starting out in
the sixties, everybody thought that non-procedural formalisms, such as
context-free grammars, were too weak. You couldn't express the general-
izations you wanted to express about natural languages in a context-free
formalism. If you tried, you would end up with thousands of incompre-
hensible rules, and merely storing such a grammar would take a major
amount of the available memory. You were running on a 1620 that had
approximately 2 bytes of memory and this was very important.

Despite the general appeal of declarative systems, there was wide-
spread acceptance in the computational community, if not also the linguis-
tic community, of Chomsky's (1963) arguments that context-free gram-
mars were too weak to support either natural language descriptions or
computations. But what the noncomputational linguists were using at
the time—transformational grammar—did not seem to offer a reason-
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able computational alternative. Transformational grammar was neither
fish nor fowl: though developed by noncomputational linguists with what
we might now call a declarative orientation, the formalism nonetheless
relied on an implicit sequential ordering of operations to define valid
deep-structure/surface-structure correspondences. This implicit deriva-
tion procedure was not regarded as crucial to the theory of grammar—
any mathematically equivalent technique for enumerating valid correspon-
dences would do just as well—but in point of fact it was extremely diffi-
cult to devise alternative procedures that accurately computed the proper
results. Nobody could do any reasonable computations with the transfor-
mational grammars that the linguists were actually using. A number of
restricted forms of transformational grammar, more or less in the spirit
of Chomsky's proposals, were implemented and explored in some detail,
but they were not really accepted as serious candidates by a large number
of computational linguists.

The solution to that kind of thing was to add more general operations
to a simple declarative base. That's what the ATN (Woods 1970) was.
Take a very simple thing like a context-free grammar or recursive transi-
tion network and add on a way of managing more information by virtue of
registers containing information that persisted across a rule or network.
You didn't just have a feature value or category value that you could
test against some literal locally in the grammar, but you could actually
carry information through a network and even up and down the tree. As
we saw this morning, Woods did this in the obvious way, given that he
was working in LISP. He said 'let's put a list of forms on the arc and
we'll simply EVAL them'. He defined a list of primitive forms that you
could use—SETR and GETR, etc., but of course everybody who wrote
ATN grammars realized that he had provided an escape hatch, a route
to arbitrary LISP evaluations. This also provided a seduction to go out
and write your own functions, to explore alternative ways of manipulating
grammatical, and frequently, process-control information.

Initially people would write actions that were compositions of the
primitive functions. But then of course people starting using other ran-
dom woolly types of computations. It was a reasonable move at the time
but it led down the slippery slope (see Figure 1).

Richer formalisms basically allow outputs to be determined by in-
termediate process steps, intermediate operations and intermediate data
that are not theoretically committed. In any linguistic system there are
certain kinds of structures that really have some theoretical significance,
that you'd like to argue about with somebody and say that that's the
way language is, that that's what's in somebody's head or that's what
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FIGURE 1 The slippery slope

a possible human language can have. Those are the things that you are
theoretically committed to.

But in these richer procedural formalisms you get the possibility of de-
termining inputs and outputs by things that you don't really care about,
that have to do with particular details, either of your specification or
your implementation. You have various combinations of indexing, caches,
strategies, extra registers, and the ability to look at the internal implemen-
tation state of the parser. You can control what sentences get recognized
and what structures can be associated with them by virtue of information
that you really don't have a good theoretical grasp on.

The outputs begin to depend on the details of a particular, usually
complicated, implementation or interpreter. Complexity is really the
key here. The ATN parser in the LUNAR system (Woods, Kaplan, and
Nash-Webber 1972), for example, was a 40-page LISP function, each line
of which had some particular motivation—perhaps some argument that
somebody had made, a process-control feature that somebody might take
advantage of, or an accident that somebody left in the code. Because
it was trying to allow for various kinds of information flow upwards and
downwards through the tree, it was very difficult to understand what the
formalism actually meant. The same is true of other powerful procedural
systems. The only way you could figure out the input/output behavior of
the formalism was to run the one particular program that implemented it.
As a scientist, you couldn't get an independent grasp on it, and I regard
this as a serious theoretical, if not practical, problem.

The major computational motivation for this was to obtain some de-
gree of fine process control. Let's enrich our grammatical notation a little
bit more so that we can actually say, 'do this under these situations but
not under those situations', or appeal to pragmatics and say 'we've been
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going on long enough on this path and it's not worth it, let's cut it off'.
By letting process-control specifications into the grammar, you thought
you were going to get something that ran more efficiently—you thought
you as a grammar writer knew enough about the global parsing situation
to give detailed instructions about what to do next. If you looked at
ATN grammars you saw people beginning to invent new ways of doing
that kind of thing—suggesting constructs for splitting configurations and
merging them back together, having exclusive OR instead of inclusive OR,
etc.

The reason I claim that this approach is seductive is because it doesn't
get you where you want to go, whether you're a linguist or a computer
scientist. In hindsight it seems that whenever the sequential, procedural
facilities of the ATN formalism were used, some sort of linguistic error
was being committed, in the sense that generalizations were not being
expressed. You ended up with a grammar which could be correctly de-
scribing all the sentences of the language but would have replication and
redundancy, would be patched all over the place to make up for some
basic deficiencies.

To give you just one example of that, take the interaction between
passive and tag questions. The traditional way of doing passive in an
ATN is to find the initial noun phrase and call it the subject as a first
guess. Then as you go from left to right, if you later discover that there
is a form of the verb be and a passive participle, you swap the registers
around. You take what was the subject and make it be the object and
then if you later find an animate by-phrase you make that the subject.
That was seen as a smooth move in those days and became, in fact, one
of the intuitive successes that ATN advocates (including Woods 1970;
Woods, Kaplan, and Nash-Webber 1972; and Kaplan 1972) could point
to.

One of the reasons was that the only alternative that people could
conceive of was to say 'active and passive are nondeterministic alterna-
tives; you take the one that corresponds to active and if that doesn't work
out then you fail all the way back to the beginning. Starting again at the
initial state, you go off on another path corresponding to passive'. The
procedural perception of the way a parser would behave with a grammar
of this sort is that it would have done a lot of work recognizing that initial
noun phrase, which could have been a complicated, elaborate structure.
Upon determining that the sentence isn't active, all the information about
the initial noun phrase is thrown away, and the parser goes off on a com-
pletely separate nondeterministic path, rediscovering exactly the same
internal structure of that initial noun phrase.

Thus register swapping was the canonical technique for doing the ac-



344 / RONALD M. KAPLAN

tive and passive in the ATN. The problem with this strategy is that it
loses track of the surface subject. When you consider tag questions, such
as

(1) a. John saw the girl, didn't he?
b. The girl was seen by John, wasn't she?

you see that the tag pronoun agrees with the surface subject, not the deep
subject, and the identity of the surface subject was lost in the passive
register swapping. The grammar would have to be expanded, either by
listing separate transitions for passive-tags and active-tags, or by also
keeping track of the surface subject in addition to the deep one. But then
the intuitive advantages of the ATN analysis begin to disappear. This is
not the only example where register swapping is associated with a loss of
generalization—in fact, in retrospect I think that all instances of register
swapping in my original LUNAR grammar suffered from linguistic defects
of this sort.

Process-control specifications in the grammar also cause you to lose
what I call an 'ideal-convergent language characterization'. This is dis-
cussed briefly in Bresnan and Kaplan (1982) and is really a separate talk,
so I'll say just a few words about it now. The basic idea is that you
can evaluate theories of grammar-based processing as to whether their
behavior corresponds to the behavior of an ideal native speaker in the
limit as the amount of available processing resources goes to infinity. Of
course, the behavior of an ideal native speaker, one who knows his lan-
guage perfectly and is not affected by restrictions of memory or processing
time, lapses of attention, and so forth, is difficult to observe. But as psy-
cholinguistic methods and technologies improve, we can imagine doing
experiments in which we somehow vary the cognitive resources of real
speakers and hearers, by removing distractions, giving them scratch-pad
memories, etc. We can then take the limiting, asymptotic behavior of
real speakers as approximations to the behavior of the ideal. A grammar-
based processing model which, when given more and more computational
resources, more and more accurately simulates the behavior of the ideal
has the 'ideal-convergent' property. But when you have things like cutting
off paths and heuristically destroying options in the grammar you lose the
ability to converge on this fiction of the ideal native speaker. Similarly,
Marcus' deterministic parsing system is also not ideal-convergent: if the
grammar explicitly indicates how many buffer cells to use, the behavior
of the system will not change if more memory resources are added.

More seriously from the perspective of natural language processing,
just when you think that you're getting computational efficiency, in fact
you might be losing it. This is because you're committing yourself to
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more specific details of implementation by letting constraints on the step-
by-step order of execution sneak out into your grammar specification. So
you lose the ability to have alternative implementations that might be
suitable for some purposes but not for others. A case in point is island-
driving with an ATN (Bates 1976). The idea is that in speech recognition
you might not want to start at the beginning of a sentence but instead
start processing outward in both directions from an island of reliability,
a word in a speech wave that's easily and reliably identified, and use that
as a pivot point for your analysis. The order of computation thus differs
markedly from the order defined by the canonical interpretation of left-
to-right register-setting operations and top-down sending and lifting. It's
possible but very difficult to vary the order of execution and still get the
correct results. John Carroll (1983), one of Karen Sparck Jones' students
at Cambridge, did an implementation, and it was also tried in the BBN
speech system. Martin Kay and I looked at the problem and decided there
has to be a different way of thinking about things. The ability to tune an
implementation to take advantage of heuristically available information
is drastically reduced if your grammatical specifications are committed to
particular execution orders, as was the ATN.

You can also get a loss of efficiency, because your specification language
now is so complex and is trying to describe so much about the process
that you lose the ability to have automatic compile-time and run-time
optimizations. You're really relying on the grammar writer to put in
the optimization. But in many cases the grammar writer really doesn't
know what's going on, doesn't have a sense of the global structure of the
grammar. But there may be algorithms that can systematically reorganize
the grammar in various ways, compile it in various ways, if there's a lot
of freedom of implementation and not a lot of overspecification of exactly
what the flow of control should be. If the flow of control is overspecified
then rearranging it can change the input-output relations in ways that
a compiler can't figure out. So you can actually lose the possibility of
performing significant compile-time optimizations.

One kind of run-time optimization that you lose in the ATN is the use
of a well-formed substring table that can save exactly the work that the
grammar writer was trying to save in doing the passive as outlined above.
With a well-formed substring table, that initial noun phrase would be
remembered as a noun phrase, independent of the role it plays in the larger
sentential context. But because the ATN formalism allows information
to be passed around in such complex ways, it was difficult and costly to
simulate even a simple well-formed substring table in the original ATN,
and there were no net efficiency advantages.

In sum, it's not necessarily the case that when you want to get ef-
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FIGURE 2 The shape of a linguistic theory

ficiency you should allow yourself more procedural specification. That's
the point of the first seduction.

3 The Substance Seduction: A Linguistic
Temptation

The substance seduction is the mistaken belief that you know what you're
talking about. This is a typical pitfall of linguistic approaches. We had
some discussion of this yesterday, that linguists are interested in restric-
tions, imposing substantive constraints. They take the driving meta-
theoretical goal to be to characterize all and only the possible human
languages.

But the problem is that, at least in the current state of the art, they
don't know which generalizations and restrictions are really going to be
true and correct, and which are either accidental, uninteresting or false.
The data just isn't in; indeed, the definitive data may in fact be psycho-
logical and not linguistic in nature. So if we try to restrict our formalisms
by taking substance into account, what we think is true of possible lan-
guages, we're apt to make a number of mistakes, some of which have
undesirable consequences. Premature identification of substantive gener-
alizations may lead to grammatical descriptions that complicate, or even
defy, formal specification. I have a little picture here to illustrate the
point (Figure 2).

A formal theory might have a relatively smooth outline and be easy
to implement, well-behaved mathematically, and so forth. Then you start
taking chunks out of it (shown shaded) because you claim that no human
language or no grammar has such and such a property. The functional
locality restriction that was proposed for LFG is an example. This stip-
ulates that no functional designator can be specified with more than two
function applications, and thus introduces a notational complication into
the formalism. But it doesn't really restrict the kinds of sentences that
can be accepted or the kinds of structures that can be assigned to them.
It is thus a theoretical complication for which direct empirical support is
difficult, if not impossible, to come up with.
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With restrictions like these, you may end up with a formalism that has
very bizarre and irregular contours, that is very difficult to understand
mathematically or to implement correctly. This is because it has all sorts
of special 'don't do this in this situation, do do this in that situation'
conditions that are not directly visible in the grammar itself. By impos-
ing restrictions on the basis of what you think can or cannot happen,
you're in effect adding special conditions to the notation's interpretation,
complicating its definition. Often these restrictions turn out to be com-
putationally or mathematically inconsequential, in that they impose no
true restriction on what may be computed, as in the case of functional
locality. Substantive hypotheses about the nature of human language,
even inconsequential ones that complicate our formalisms, are important
to pay attention to if they have some convincing empirical support. But
I don't think we should regard three examples in one language or one
example in each of three languages as particularly convincing, and this
exaggerates only slightly the kind of evidence behind many constraints
that linguists have proposed.

It's a mistake to carry premature and unjustified substantive hypothe-
ses into our computational and mathematical work, especially if that
leads to mathematically complex, even if more restrictive, theories. We
should let considerations of mathematical and computational simplicity
have higher priority in defining the formal envelope in which to do our
work. Until we can more clearly recognize the true substantive general-
izations, we should be wary of the seduction of substance.

4 The Interaction Seduction:
A Psycholinguistic/Computational Temptation
People have been proving the obvious for years now, that people don't
process modularly. If you look at very fine time grains in human sentence
processing, one way or another, you will likely find out that pragmatic
information is being processed while you're still trying to figure out what
the first phoneme is, before you've figured out the noun phrase, before
you figure out what the predicate is and so forth. Many studies have
been done to demonstrate this unsurprising point. The conclusion that
computational linguists and psycholinguists have often drawn from these
demonstrations is that no modular theory, no theory that, for example,
separates out syntax and semantics or morphology and syntax, can pos-
sibly provide an accurate psychological model. This is the interaction
seduction: the mistaken belief that just because information from all lin-
guistic levels can be shown to interact in human language processing,
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modular theories of that process should be rejected as incorrect and un-
desirable.

As computational linguists you might or might not care about having
an accurate psychological model. But whether or not you're interested
in psychology, your intuitions about what's good and what's bad are in-
formed by your psychological world-view, your own intuitions about how
you process. You might also conclude that reasonable computational
frameworks must therefore have syntactic specifications and processes
mixed up and integrated with, for example, phonetic and semantic speci-
fications and processes. This kind of intermixing of constraints from what
are typically thought of as different linguistic levels is just what you find
in so-called semantic grammars. These grammars embody the view that
different kinds of linguistic constraints must be intermixed because the
information that they deal with can be shown to interact in observable
language processing behavior.

But this is a confusion of two quite separate issues, simulation and ex-
planation. As scientists, we are not merely interested in simulating human
behavior—in constructing a black box that behaves exactly as people be-
have, has the same profiles of complexity and so forth. What we're really
interested in as scientists is explanation—in developing models that help
us understand how it is that people behave that way, not merely demon-
strating that we can build an artifact that behaves similarly. We don't
want to replace one black box, namely a person, by another black box,
namely the artifact that we've built. We should look for modular theories
that account for the observed interactions in terms of the interleaving of
information from separate, scientifically comprehensible subsystems.

In the interaction seduction we fail to distinguish the static specifi-
cation of a system from its execution behavior. It should be an obvious
point that hi principle you can have separate specification of syntax and
semantics and pragmatics and still, at run-time, have those operations
interleaved and depend on one another in a very intricate way. But it has
been difficult to come up with modular formalisms and theories that have
enough descriptive power and yet also allow for run-time integration of
constraints.

I think this is sometimes confounded with the procedural seduction. If
your syntactic theory is very very complex—because it has lots of procedu-
ral specifications or its interpretation is basically a complex procedure—
then it's going to be very difficult to see how interleaving can take place.
You have to be able to understand in a kind of abstract and mathemat-
ical way, in a manipulable way, the structure of your formalism in order
to be able to use compilation techniques or even run-time interpretation
techniques that will interleave the syntax and semantics.
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FIGURE 3 Grammatical mapping between form and meaning

Those are some of the issues that I think have been confused, and are
confusing, in the development of computational and linguistic theories.
There are many many more. What I want to do for the remainder of my
time is to get a little bit more concrete about the strategy that we took
in developing the LFG theory, to try to get at the primitive mechanisms
that I think are implicit in many, if not all, linguistic theories.

5 The Grammatical Mapping Problem
The basic problem that we are confronting is what I call 'the grammati-
cal mapping problem' — the problem of characterizing and computing the
mapping F between the surface form of an utterance and its meaning (the
claims that it makes about the world, the discourse, the speaker, and so
forth) (Figure 3).

This is a very simple and abstract view — that what linguistics is about,
what we're trying to do in computational linguistics, is to be able to map
back and forth between form (the external representation) and meaning.

It is an obvious observation that the external forms vary. They vary
from language to language. The same thing said in different languages
is totally different. Even within a language you have different ways of
saying basically the same thing. Internal representations from language
to language presumably are the same, they have a universal character that
doesn't vary. Moreover, it seems that this mapping is in some sense simple
and transparent, since, by virtue of perceiving an external form, human
beings seem able to quickly and easily discover what its meaning is. Yet it
also seems that the mapping is quite complex. There are ambiguities and
paraphrase relations and dependencies that operate over long stretches of
an utterance, and these have defied clear and simple specifications in any
number of explicit theories over the years. The challenge for linguistic
theories is to give a transparent account of these mapping complexities.

Once you characterize how forms and meanings relate to each other,
there's something else that you want as well. You want effective proce-
dures for mapping back and forth between form and meaning, both for
practical purposes — natural language processing — but also for the theo-
retical purposes, to account for the fact that people can do this kind of
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thing. If you have a formal system that describes what the relationship is,
but it's not computable, you haven't really approached the psychological
question of how it is that people can do this sort of thing.

We suggest that the fundamental computational linguistic problem is
what we call 'structure mapping'. Generative linguistics tends to think of
generation as the thing that grammars are supposed to do—generate all
and only the acceptable sentences of a language. I don't think that's right,
particularly if you take the view that grammatical mapping is what we're
after. What we really need to be concerned with is not the generation
of structures but the correspondences or mappings between structures.
What I claim is that there is a nice way of thinking about structure
mappings that, to use the terms that came up in discussion yesterday,
is not only simple and general but also useful, and that it's common to
all the various theories and formalisms that Stuart [Shieber] talked about
and some others as well. (Henry [Thompson] observed that the notions of
generality and usefulness are distinct and there has been some confusion
about that. But Turing machines are simple and general but not useful,
that is they don't really illuminate the problems that we would like to
solve.)

The notion of structure mapping also gives us a basis for comparing
theories at a more refined level. Theories can differ in the kinds of math-
ematical structures—trees, strings, functions, etc.—that they allow, the
kinds of mappings between structures that they support, and the empir-
ical interpretation they give to these structures and mappings. You can
have mappings between similar kinds of structures—trees to trees as in
transformational grammar and for which there's a fair amount of tech-
nology. But you can also have mappings between dissimilar structures,
between strings and trees as in context-free grammars, or between trees
and functions, strings and functions, and so on.

Theories can also differ in the kinds of specifications of these mappings
that they provide. You can have procedural specifications that tell you
how to construct the output from the input by a particular sequence of
operations, but you can also have declarative specifications that tell you
what the output is given the input but don't necessarily say what you
should do to compute it. If somebody gives you an input and says 'I think
this is an output', then you can verify whether or not that's the case. But
given the input you can't necessarily go and construct the output. That's
what I take to be the major difference between procedural and declarative
specifications.



THREE SEDUCTIONS OF COMPUTATIONAL PSYCHOLINGUISTICS / 351

6 Lexical-Functional Grammar
I'm going to use LFG as an example of these things but again I think that
the ideas generalize beyond that. Basically what we have is very simple—
the formal notions of structure in the abstract, of structural description
and of structural correspondence. Those are the three aspects of this
notion of structure mapping that I want to get at.

Now I'm going to make it a bit more concrete. In LFG there are at
least three kinds of structures, levels of representation, for a sentence.
There's the word string that makes up the external form of the sentence,
for example (2). There's the constituent phrase structure, which varies
across languages, where you have traditional surface structure (3) and
parts of speech labeling categories, perhaps a feature system on those
categories (although in the case of LFG if there is one it's a very weak
one).

(2) I saw the girl.

(3) S

NP

N

VP

NP

saw DET N

the girl

The third kind of structure is the 'functional structure' (f-structure).
We claim this is nearly invariant across languages and is a formal repre-
sentation of notions like subject and object and case and so forth (4).

(4) [PRED 'see<(t SUBJ), (t OBJ))'"
TENSE PAST

I" PRED 'pro'"!

LNUM SG J
'PRED 'girl'"
DBF +
PERS 3
NUM SG

OBJ

Structure (4) is a mathematical function that takes atomic attributes



352 / RONALD M. KAPLAN

into values that might also be functions, structure (3) is a tree, structure
(2) is a string. Here are three kinds of structure, and the reason why LFG
illustrates the issues of structure mapping better than transformational
grammar is that we really are consciously mapping between structures
of different formal types. You can't rely on the same kinds of predicates
being applicable both to the input and the output.

7 Structures and Structural Descriptions
Well, very abstractly and simply, what is a structure? The simplest math-
ematical notion of a structure is a set of elements with some defined re-
lations and properties. Strings are one example: for a string like abc, the
elements are the set of words and the only relation is the linear precedence
relationship. For trees (or 'c-structures') you have (5): the elements are
a set of nodes N, you have a mother function M that takes nodes into
nodes, a precedence relation < and a labeling function A that takes nodes
into some other finite labeling set L.

(5) N: set of nodes
M:N-+ N
< C N x N
A: N - > L

And for f-structures you have (6), where F, the set off-structures is denned
as the solution to these recursive domain equations. Something is an f-
structure, it belongs to the set, if it's a symbol or if it's a function from
symbols into that set.

(6) S: set of symbols
F = S + (S -»• F)

Basically, the set of f-structures is the set of hierarchical finite tabular
functions—sets of ordered pairs satisfying a uniqueness condition where
the value itself can be a set of ordered pairs also satisfying a uniqueness
condition, and so on. The only defining relation for these structures is
function application. A function f applied to a symbol s has some value
v if and only if the pair <s,v> is in that set f, as in (7) (using LISP
parenthetic notation).

(7) (f s) = v iff <s v> e f

So those are some examples of structures. They happen to be, as I said,
the ones that we use in LFG.

We next observe that structures can be described in terms of the
properties and relations by which they are defined. So if I have a tree (8):
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(8) Arm

B:n2 C:n3

D:ri4 E:n5

I can write down a description of that tree (having given the nodes some
sort of names, r»i, HZ, etc.): the mother of «2 is r»i, the label of ni is A,
and so forth. A complete description of this tree is provided by the set of
equations (9):

(9) Mte) = ni
A(m) = A
Ate) = B
M(n3) = ni
Ate) = C

Mte) = n
M(ns) = n
Ate) = D
Ate) = E
7l4 < T1&

Given a tree I can write down a set of propositions that that tree sat-
isfies. I can also write down a set of propositions that a given f-structure
satisfies. For the f-structure in (10), where the names fa are marked on
the opening brackets, I can write j\ applied to q is the value /2, /2 applied
to s is t, and so forth (11).

(10)
/i: v

(11) ( / i q )=/ 2

(/2 S) = t

(/2 U) = V

(/I W) = X

Structures can thus be described by their properties and relations. Con-
versely, given a consistent description, the structures that satisfy it may be
discovered—but not always. It depends on the complexity of the descrip-
tion language. For the simple functional domain of f-structures descrip-
tions that involve only equality and function application can be solved
by an attribute-value merging or unification operator (e.g. Kaplan and
Bresnan 1982). But one could imagine algebraic systems with complex
uninvertible operators where the algebraic descriptions are just not solv-
able. One would like to know when one crosses into that kind of space, or
at least when one would cross into it so that one doesn't. It's not always
obvious. But in the simple domains that seem to appear in linguistic work
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it is decidable whether any structures exist that satisfy a given description
and there are algorithms for producing these satisfying structures.

A set of propositions in a given structural description is usually sat-
isfied by many structures. The description (9) is satisfied by the tree (8)
but it is also satisfied by an infinite number of larger trees (e.g. (12)). It is
true of this tree that the mother of ng is ni and, indeed, all the equations
in (9) are true of it. But this tree has nodes beyond the ones described
in (9) and it satisfies additional propositions that the tree in (8) does not
satisfy.

(12) X

A:ni

B:n2 C:n3

D:n4 E:n5

W

Similarly, for the description (11) of the f-structure (10), there are
infinitely many larger f-structures, such as (13), that also satisfy the same
set of equations.

(13)
h-

In general, structures that satisfy descriptions form a semi-lattice that
is partially ordered by the amount of information they contain. The min-
imal structure satisfying the description may be unique if the descrip-
tion itself is determinate, if there are enough conditions specified, enough
equations and not too many unknowns. The notion of minimality figures
in a number of different ways within the LFG theory, to capture some
intuitions of restriction and constraint, but unless there are questions I
don't think I'll go into that. Minimality also enters into LFG's definition
of grammaticality: we reject a string as ungrammatical if its functional
description does not have a unique minimal solution.
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8 Structural Correspondences
Having made some straightforward observations about structures and
structural descriptions, we now turn to the last important idea, the con-
cept of a structural correspondence. Structures of different types can be
set in correspondence by a piecewise function. If you have structures of
any two types, it doesn't matter what they are, then you can define a
piecewise function that goes from the elements of one of the structures
into the elements of the other structure. In (14) I've given the example
of a function <j> that goes from the nodes of a tree into f-structure space.

(14) <j>: N -> F

Vl
•

Node ni maps onto f \ and node r^ maps onto /2, and so forth. You
have two structures and a function that connects them, that sets them
in correspondence. This is just a mathematical function, there's no pro-
cedure attached to it. But once you assume this sort of correspondence,
then the descriptions of elements in its range can be denned in terms
of the elements and relations of its domain. Previously we described an
f-structure by specifying only f-structure properties and elements. Now,
with the f-structure elements assumed to correspond to tree nodes, we can
describe the f-structure in terms of the mother-daughter relationships in
the tree.

In (14), for example, if we take the mother of node n% in the tree and
take its functional structure and apply it to q, then we get the functional
structure corresponding to node n^. If we take the functional structure
of node nz and apply it to s we get t, the functional structure of node 715
applied to y is z, and so forth in (15).

(15) ((<£ (M I*)) q) = (<j> nt)
((</> "2) s) = t
((</> r»5) x) = z

Thus the f-structure is characterized in terms of function-application
in the f-structure description language, but also in terms of the mother
function and possibly other relations in the tree. Our notions of structural
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description and structural correspondence combine in this way so that the
description of a range structure can involve both its own native relations
but also the properties of a corresponding domain structure.

A structural correspondence set up in this way has to be a function
but it doesn't have to be one-to-one. We can have several nodes in the
tree that map onto the same f-structure; the correspondence <f> in (14)
maps the nodes n\, 713, and 714 all onto the same f-structure f\. When we
have several nodes mapping onto the same f-structure, that f-structure in
some sense becomes an equivalence class or quotient of nodes induced by
the correspondence. It represents the folding together or normalization
of information carried jointly by the individual nodes that map onto it.

A structural correspondence also may not be 'onto'. This is illus-
trated by (16), which shows the c-structure and f-structure that might be
appropriate for a sentence containing a gerund with a missing subject.

'PRED 'surprise {(t SUBJ), (t OBJ))'

PRED 'see {(f SUBJ) , (| OBJ)) '

SUBJ [ PRED 'pro' 1

OBJ [PRED 'me']

OBJ [PRED 'Mary']

In most phrasally-based theories you would postulate an empty node on
the tree side in order to represent the fact that there is an understood
subject, a dummy subject, because subjects (and predicate-argument re-
lations) are represented hi those theories by particular node configura-
tions. In LFG, given that the notion of subject is defined in the range
of the correspondence, we don't need the empty node in the tree. In-
stead, the f-structure's description, derived from the tree relations of the
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gerund c-structure, can have an equation that specifies directly that the
subject's predicate is an anaphoric pronoun, with no node in the tree
that it corresponds to. This account of so-called null anaphors in terms
of the non-onto nature of the structural correspondence has a number of
interesting mathematical consequences, but I won't go into them here.

I have been presenting some very very simple ideas. I want to keep
coming back to this notion of simplicity because if it's simple you can see
alternative implementations, you can begin to understand some mathe-
matical properties. Yet I want to claim that this is a basis for much of
what we do, not only in LFG but in other theories as well.

Continuing on, we note that a correspondence may induce non-native
relationships in its range. For example, the precedence relation is a na-
tive relationship in the constituent structure — it is a defining condition of
c-structure that nodes may be linearly ordered. But f-structures are func-
tions, they don't have a precedence relationship defined on them. But we
can construct an f-structure precedence relationship as a natural image
of c-structure precedence. For two f-structures, fi and /2, /i f-precedes /2

if and only if for all nodes HI in the inverse image of j\ and for all nodes
«2 in the inverse image of /2, those nodes are in the proper c-structure
relationship (17).

(17) / i < / / 2 i f f
for all m € 4>~l( fi) and for all «2 € <t>~l(h),

We have already seen that there is a deformation of the distinctions
in the domain structure as you go through the many-to-one mappings to
get into the range quotient classes. Defining relations also get deformed
in the same way — you get quotients of the relations as well. That turns
out also to be useful — it seems that f-precedence as a degraded image
of c-precedence gives a nice account of certain constraints on anaphoric
relations (Bresnan 1984).

Let me now summarize the formal architecture of LFG. In LFG the c-
structure trees are the external syntactic structures representing surface
phrase configurations. They are very concrete, highly constrained by
the actual words in the string, in contrast to the more abstract phrase-
structures of some other theories. There are no empty nodes in LFG c-
structures, for example. The f-structures represent the abstract, internal
grammatical relations, the notions of subject and object and predicate and
so forth. There is a structural correspondence that maps the c-structure
nodes to f-structure units. This mapping is many to one, and this fact
gives us a way of accounting for intuitions of control, headedness, and
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some cases of feature propagation. It is also not onto, and that's how we
represent zero anaphora.

The allowable c-structures for a sentence are specified by a context-free
grammar. The grammar doesn't generate the f-structures directly: it gen-
erates a functional description, and the minimal f-structures, if any, that
satisfy it represent that sentence's grammatical relations. Thus we have
a generative system for descriptions of f-structures based on an indepen-
dent, context-free way of describing c-structures. This way of looking at
things differs conceptually, even if not in mathematical power, from other
approaches in which, intuitively, the internal structures, not descriptions
of them, are directly generated.

Notation is a very important issue in the design of a linguistic theory,
particularly if what you're trying to do is to get other people to use it.
If you just want to use it yourself then perhaps it's not such a big deal
because you know what you mean.

In LFG, the way descriptions of the f-structure are derived is this:
you start with an ordinary context-free rule such as (18) which tells you
what phrase structure you can have—it defines allowable phrase structure
configurations. This can be used to generate nodes in an acceptable tree
or to match against nodes of an existing tree to verify that it is acceptable.
We let the symbol * stand for the node that is generated by or matches
against a particular element in the right-side of the rule. Then, using that
symbol, the mother function, and the structural correspondence, we can
write general propositions about the f-structures that correspond to the
nodes in any tree configuration that satisfies this rule. In (18) we specify
that the f-structure corresponding to the NP's mother applies to SUBJ
to give the f-structure corresponding to the NP, and that the f-structure
corresponding to the mother of the VP, namely the S node, is also the
f-structure corresponding to the VP. The terms of this notational system
are category-equation pairs.

(18) S —>• NP VP
((<£oM *) SUBJ) = (4> *) (0oM *) = (<j> *)

We then simplify to a more convenient notation. We use up-arrow (f)
to stand for the composition of the structural correspondence with the
mother function, and down-arrow (|) to stand for the structural corre-
spondence applied to the current node *. This reduces the annotation on
the NP to (19), which you can read as 'my mother's f-structure's subject
is my f-structure'.

(19) (f SUBJ) = 4.
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Having such an intuitive natural language paraphrase is very impor-
tant, if what you're trying to do is to export a notation or formalism.

This brings up a point that I was talking about to Karen [Sparck
Jones] at lunch and that she said I should mention: the 'Trojan horse'
theory of computational linguistics. This relates to what Gerald [Gazdar]
said [in his presentation]. Linguists don't really design formalisms, or at
least, they don't seem to design very good ones. It is the business of
computational linguists to do this, and this is what we're skilled at. But
we've got to design formalisms that linguists will use, to make sure that
they don't come up and start using formalisms that are unimplementable.
Then they'll do all their work finding out all these wonderful facts about
language, even writing them down, in a way that we can't deal with. We
want to come up with formalisms that we can get linguists to adopt, as
a Trojan horse, to attract them to what we believe is the right way of
doing things, to ways which will help us to do our work. It takes a fair
amount of care and attention to design appealing formalisms; we actually
spend a lot of time worrying about these issues as we developed the LFG
framework.

(20) is just to give you an example of a little bit more of an LFG
grammar. This shows that the equations that describe the f-structure
in terms of the c-structure come not only from rules in the grammar
but also from entries in the lexicon, and these have exactly the same
interpretation. We don't make a distinction between the syntax and the
lexicon in a theory like this. If you have a language like Eskimo where all
the work is done in the lexicon and the morphology, you can do it within
this framework just as well as you can handle a language like English.

(20) the DET (t SPEC) = DBF

roan N (f PRED) = 'man'
(t PERS) = 3
(f NUM) = SG

walks V (t PRED) = 'walk ((t SUBJ)) '
(t SUBJ NUM) = SG
(t SUBJ PERS) = 3
(t TENSE) = PRES

The LFG notation is thus based on the simple notions of structure, struc-
tural description, and structural correspondence.
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9 Extensions and Variations
There are various extensions, generalizations and restrictions that one
might consider once you have this as the space you're working in. You
can think about extending the structural domain, that is, allowing in
structures that have more properties, more kinds of relations. In the
original version of LFG (Kaplan and Bresnan 1982) we allowed slightly
richer structures than I've discussed so far in this talk. We also allowed
sets off-structures to be values in f-structure ordered pairs. That was done
originally so that we could have a representation for multiple adjuncts, but
we mentioned in a footnote that if we only understood how to do conjuncts
we would do it that way too. Since then we've actually done a lot of work
on conjunction and in fact do use sets to represent the conjoined items. It
is worth noting that there is no obvious encoding of membership relations
in the PATR formalism, which goes against Shieber's claim (Shieber 1987)
that LFG is reducible to PATR.

You can fiddle around with the description language without actually
changing the domain that you're describing. Take the set of trees as
your structures and the description language that I gave in (5) which had
a mother function and a precedence relation. You can say 'look, what
we want is the left daughter function, that's the thing that we want to
use to describe trees'. Or 'we want to take the closure of the mother
function' to express some long-distance dependencies. You want to be
able to refer to some node arbitrarily far above some other node, as Mitch
[Marcus] has been doing in his D-theory (Marcus 1987). You invent some
new notation to be part of the description language but it's describing
structures that are the same sort as you had originally. This is different
than the set-membership case, where new kinds of elements were added
to the structural domain.

As another example of changing the description language, we are now
proposing to allow regular expressions over attribute names in our func-
tion application specifications, thus formalizing a notion of functional
uncertainty. Under this proposal you can specify the result of apply-
ing an f-structure to COMP* OBJ, where the Kleene * indicates that you
can go down through an arbitrary chain of complements to get to one
with an object that you can then say something about. This provides
an alternative to the LFG account of long-distance dependencies given
in Kaplan and Bresnan (1982, 231 ff.). Originally we did it in terms of
the M* relationship—this was implicit in the double-up and double-down
metavariables—but I now believe it was a mistake to define long-distance
dependencies in terms of c-structure configurations. We were misled by
our phrasal, transformational linguistic upbringing. If you look carefully
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at the old data and also at some new data, you find that a much better ac-
count can be given in terms of a long-distance relationship on f-structures,
specified in this regular extension to the language of functional descrip-
tions. It's a question of which side of <j> you have the long-distance relation
on. I now think you should have long-distance relations in the range of
(/) instead of its domain. This makes the claim that properties of the
c-structure, such as category, that don't carry through the structural cor-
respondence are irrelevant to long-distance dependencies.

You can also fool around with the way that descriptions of structures
can be generated. To a certain extent I think this is what Mitch [Marcus]
is doing in D-theory. We can think of a context-free grammar, for exam-
ple, as involving a structural correspondence between strings and trees.
We can write it down in terms of the concatenation relationship and per-
haps lexical information about the words, which carry descriptions of tree
relations like the mother of the mother of this node is the mother of that
node, and so forth. You can take a context-free grammar and re-represent
it in that kind of descriptive language, although the notation would prob-
ably be quite inconvenient. What I think Mitch is saying is 'if you think
of descriptions as the thing that you're operating with, there are other
ways of generating descriptions than the full set of context-free rule for-
malisms'. He introduces templates and other new notational conventions
(e.g. the expression i -^ p v is to be interpreted as allowing p* v*). He's
exploring the space of description generation mechanisms and how they
might be restricted or constrained from other ways that you might think
of for mapping between strings and trees.

You can also think about multiple levels of representation related by
multiple correspondences. Clearly you can have a correspondence be-
tween any two levels of structure, but each of those can correspond to
other kinds of structures by means of other correspondence functions. You
might have correspondences among c-structures, f-structures, anaphoric
structures, semantic structures, island structures, structures to represent
the sharing of any kind of information among the elements of the word-
string. If the range of one correspondence is the domain of another, the
composition of the two correspondence functions might have interesting
properties. If two correspondences are defined on the same domain, you
have independent mappings representing notionally different equivalence
classes of information. Either way, it is possible to give modular specifica-
tions of different kinds of linguistic information with interactions encoded
implicitly by the requirement that the different structural descriptions be
mutually or simultaneously satisfied. If no collection of related structures
exists with all the specified properties, that might be reason to mark the
sentence as ungrammatical.
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anaphoric structure
r O -

Form a ̂ ^^ ^\ Meaning

string c-structure f-structure^^ semantic structure
S

discourse structure

FIGURE 4 Decomposition of F

This is what we do in LFG, of course. The f-structure description
mechanism serves as a filter because the described f-structure does not
exist if the description is inconsistent. This would be the case if you
said the subject's number was singular on the noun phrase node and the
subject's number was plural on the verb phrase node. The verb phrase's f-
structure is the same as the sentence's f-structure, so you're talking about
the same attribute. You would have an inconsistency. There is no function
that has subject with number with value singular and number with value
plural, because f-structures are functions and functions have a uniqueness
condition. So there is no f-structure that can satisfy that description and
that is one of the formal characterizations of ungrammatically.

I'll illustrate the use of multiple correspondences by going back to the
problem I started out with, the problem of characterizing the grammat-
ical mapping between form and meaning. We can use multiple corre-
spondences to get a decomposition of the grammatical mapping F into
hopefully coherent and illuminating sub-mappings between linguistically
interesting structures. One hypothetical arrangement of structural cor-
respondences is shown in Figure 4. Starting out with the word string,
we assume a structural correspondence TT that takes us to the constituent
structure. The c-structure is then mapped by 4> to the functional struc-
ture, in the usual LFG way. We might then postulate a further correspon-
dence a from f-structure to units of a semantic structure of the sort that
Halvorsen (1983) has proposed. This is much closer to a meaning repre-
sentation: it explicitly marks predicate-argument relationships, quantifier
scope ambiguities, and so forth — dependencies and properties that don't
enter into syntactic generalizations (at least as we currently believe and
recognize) but do enter into meaning. We might also include another
correspondence a defined on f-structures that maps them onto anaphoric
structures: two f-structure units map onto the same element of anaphoric
structure just in case they are coreferential; this is how the intuition of
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coreference is formalized under this view. The figure also shows a map-
ping <5 from f-structure to a level of discourse structure, which would give a
separate formal account of discourse notions such as topic and focus. The
patterns of correspondences would indicate how these are related to the
grammatical functions, nodes in the phrase structure, and words in the
string. The anaphoric and discourse structures, like the semantic struc-
ture, also contribute to meaning representations. By fitting these other
systems of linguistic information into the same conceptual framework of
description and correspondence, we can make use of the already existing
mathematical and computational techniques and rich notations for struc-
ture specification. If we further defined a transfer component between
source and target f-structures in terms of a correspondence, we might
get the same conceptual advantages in configuring a machine translation
system.

Although the structures related by multiple correspondences might be
descriptively or linguistically motivated levels of representation, justified
by sound theoretical argumentation, they are formally and mathemati-
cally, and also computationally, eliminable. The mathematical point is
trivial: suppose we have a level of constituent structure and a structural
correspondence that goes from the string to the constituent structure, and
another correspondence that goes from c-structure to f-structure. Obvi-
ously there is a structural correspondence that goes from the word string
directly to the f-structure, namely the composition of TT with <f>. It's a
function that's not one- to-one, it's not onto, it has all the expected prop-
erties. So as a kind of formal, mathematical trick, you can say 'Those
intermediate levels of representation are not real, they are just linguistic
fictions, useful for stating the necessary constraints'.

This arrangement provides for some somewhat surprising descriptive
possibilities. Looking at the mapping between f-structure and semantic
structure, it might seem that the semantic structure may only contain
information that is derivable from attributes and values present in the
f-structure. This is what you would expect if you thought of the corre-
spondence a as an interpretation function operating on the f-structure
to produce the semantic structure. The semantic structure, for example,
could not reflect category and precedence properties in the c-structure
that don't show up in the f-structure. But a, as a piecewise correspon-
dence, does not interpret the f-structure at all. It is merely a device for
encoding descriptions of the semantic structure in terms of f-structure
relations. And since the f-structure is described in terms of <f> and c-
structure properties, we can take the composition a o 0 and use it to
assert properties of semantic structure also in terms of c-structure rela-
tions, even though the correspondence isn't direct. Descriptions generated
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by the context-free grammar can use designators such as (erf) along with
t to characterize f-structure and semantic structure simultaneously. This
compositional arrangement of correspondences permits the codescription
of separate levels of representation. One effect of this codescription possi-
bility is that semantic structure might contain certain attributes and val-
ues that are contingent on c-structure properties that have no f-structure
correlates.

This organization also has some surprising computational consequences:
cascaded correspondences and the intermediate structures they pass
through can be constructively eliminated. One of many theorems that
Kelly Roach (1985) has proved is that for any LFG grammar that as-
sociates f-structure and c-structures with a string, you can construct al-
gorithmically another LFG grammar that assigns f-structures that are
homomorphically related to the first ones, but the second grammar has
essentially a finite-state base instead of a context-free base. For this sec-
ond grammar there is no notion of phrase structure as a separate level with
interesting properties. Instead, it enforces all the constraints that the first
grammar's c-structure component imposes by additional attributes and
values in the f-structure in addition to those needed to carry the original
functional information. But you never have a phase of context-free pars-
ing, you never actually construct the c-structure as a separate, coherent
level of representation. This result may have important practical conse-
quences, since the conditions that must be evaluated to analyze or produce
a sentence can now be stated in a uniform description system. Though
constraints come from independent, modular specifications involving no-
tionally different kinds of linguistic information, this construction permits
interleaving them in online computation, to take heuristic advantage of
the most reliable sources of information. It thus provides an answer to
the interaction seduction; you can construct, say, a semantic grammar, as
the compile-time composition of syntactic and semantic correspondences.

It is also a very illuminating result, because it answers a basic question
about where the power of this kind of description system comes from. The
recursive nesting property of the context-free component may give rise to
nicer linguistic formulations, but it is not essential to the expressive power
of these systems. From a strictly formal perspective, function-application
and equality give rise to the full power of the system. This result also
has a rhetorical use: when we're being attacked, as sometimes we are,
for having too many levels of representation, we can say 'You're right,
we do have too many levels of representation, there's really no need for
c-structure (or, carrying the argument further along, for f-structure)'.

This proposed use of multiple correspondences to get the interaction
of modular specifications can be compared to Bill Woods' (1980) cascaded
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ATN. The generalization that Woods made to handle multiple levels of
representation was to consider a collection of ATNs as left-to-right proce-
dures feeding each other on some intermediate tapes. What we do here is
to set structures in compositional relationships to each other. We don't
have any left- or right-ness, we're not inheriting any of the procedural
properties of the ATN, all we have is transparent descriptions.

I want to finish up with an example to illustrate one other formal
possibility. We have had some discussion of defaults, and whether de-
fault specifications should be procedural or declarative. In the spirit of
the declarative, description-oriented approach I have been presenting, I
propose handling defaults by adding an operator to the f-structure de-
scription language. The description language that we have so far is a
very simple algebra, an algebra that has no operators in it. All it has is
function application, equality, and set-membership. It doesn't have any
devices, analogous to the plus or times of arithmetic, for combining two
f-structures to get a third. But why should we confine ourselves to such
a restrictive system? Maybe there are some operators that can be lin-
guistically useful. One interesting possibility is what I've called 'priority
union' (21):

(21) /: (F x F) -> F

Priority union takes a pair of f-structures into an f- structure, and is
defined the following way. For two f-structures A and B, 'A/B' is their
priority union, perhaps read as A given B, or A in the context of B. It is
the set of pairs <s v> such that v is equal to the value of the attribute
s in the f-structure A, if s is in the domain of A, otherwise the value of
s in the f-structure B. The operator gives priority to the values in A but
anything that A doesn't include gets filled in from B. (22) shows what
the priority union would be for a particular pair of operand f-structures:

q

(22) A = s t B= U t A /B=
i

A/B gets <q r> from A, ignoring what would be the inconsistent value
of q in B, not even noticing it. <s t> is common to both so A/B includes
that. It also has <u v> from A and <p 1> from B.

The basic idea is that values found in A override the values found in
B, and B supplies the defaults. Note that this is not done as a procedure,
it's done as an operator. It's simply a characterization of satisfactory
structures.

This operator might be applied to specify default or unmarked val-
ues for morphological features. It might also be used in the description
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of various kinds of ellipsis constructions, for example, to assign proper
interpretations for gapping constructions. A basic rule for sentence coor-
dination is given in (23):

(23) S —> S and S
4-e t l e t

This has statements that involve membership instead of equality, in-
dicating that the f-structures of the daughter nodes are members of the
set that corresponds to the mother node. For ordinary conjunction the
same statement appears on both daughter categories. A simple variation
of this basic rule provides for gapping in the second conjunct. Instead
of saying that the second daughter simply contributes its corresponding
f-structure to the mother set, we can say that the mother set will con-
tain the priority union of the second daughter's f-structure with defaults
taken from the first daughter's f-structure. If, as is independently needed
to handle English Aux-inversion, a verb is allowed to be optional in the
VP that expands the second S, the predicate for the second f-structure
will be inherited from the first if it is not carried by an explicit verb in
the usual string position.

Now there are a lot of technical issues, as Stuart [Shieber] has and,
I'm sure, will remind me of, concerning this particular operator and what
its algebraic properties are. These are important questions that I at least
have not yet worked on, and it may turn out that this is not the operator
that we actually want. But the point here is to illustrate the spirit of this
approach, that you can formalize notions like default, what you might
think of as procedural notions, by thinking of operators that produce new
structures, structures that are not directly in the image of the structural
correspondence.
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Logic and Feature Structures
MARK JOHNSON

Abstract. Feature structures play an important role in linguistic knowl-
edge representation in computational linguistics. Given the proliferation
of different feature structure formalisms it is useful to have a "common
language" to express them in. This paper shows how a variety of feature
structures and constraints on them can be expressed in predicate logic (ex-
cept for the use of circumscription for non-monotonic devices), including
sorted feature values, subsumption constraints and the non-monotonic
ANY values and "constraint equations". Many feature systems can be
completely axiomatized hi the Schonfinkel-Bernays class of first-order for-
mulae, so the decidability of the satisfiability problem for these systems
follows immediately.

1 Introduction
The number of different feature structure devices and formalisms pro-
posed in the "unification grammar" literature is growing so fast that it is
important to find a "common language" in which they can be expressed.
This paper shows how a variety of different types of feature structures
and constraints on them can be expressed in predicate logic (or standard
non-monotonic extensions thereof), including:

• (parameterized) sorts,
• subsumption constraints, and
• non-monotonic constraints (specifically LFG "constraint equations").

These were chosen merely to give a feeling for the ease with which fairly
complex constructions can be described in predicate logic; they by no
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means exhaust the class of feature structures and constraints that can be
given first-order axiomatizations. This suggests that instead of requiring
radically new types of interpretations, even complex feature structures
and constraints on them can be described using standard techniques. Not
all these extensions have to be used in an implementation, of course;
a reasonable policy might be to only implement the decidable extensions
described below, for example. Since feature structures are a kind of frame
representation, the results presented here should be of interest to the wider
A.I. community.

The results in this paper extend those presented in earlier work, espe-
cially Johnson (1988, 1990, 1991), Smolka (1988, 1989), with which (due
to space limitations) familiarity is presupposed.

2 The Schonfinkel-Bernays Class
One advantage of axiomatizing feature structures in first-order predicate
logic is that its proof-theoretic, model-theoretic and computational prop-
erties are well-known. This paper exploits some of the results on decidable
classes of first-order logic (Dreben and Goldfarb 1979, Guerevyich 1976)
to show that the satisfiability problem for certain types of feature struc-
ture constraints is decidable. We show that a variety of such structures
and constraints can be axiomatized using formulae from the Schonfinkel-
Bernays class, (called SB below); since the satisfiability of any formula
in SB is decidable, the satisfiability problem for these feature structure
constraints must be decidable too.

A formula is in SB iff it is a closed formula of the form

where (/> is a formula containing no function or quantifier symbols.1 SB
formulae possess the finite model property, i.e. if a formula has a model
then it has a finite model (Lewis and Papadimitriou 1981). Lewis (1980)
investigated the computational complexity of the decision problem for
such formulae and showed that the satisfiability problem for SB formulae
is PSPACE-complete, and (by Proposition 3.2 of Lewis 1980) that the
satisfiability problem for SBn is NP-complete, where SBn is the class of
SB formulae containing n or fewer universal quantifiers.

The conjunction (and disjunction) of two SB formulae is itself an
SB formulae (after quantifiers have been moved outward). This means
that SB axiomatizations of different kinds of feature structures can be
conjoined, and the satisfiability of the composite system is also decidable.

1 Because <t> can always be expanded to disjunctive normal form, Schonfinkel-Bernays
formulae are a generalization of Datalog clauses that allow disjunctive consequents. I
hope to explore this more fully in later work.
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For example, Johnson (1991) axiomatizes 'set values' using SB formulae,
and these axioms can be combined with e.g. the SB axioms for sorts
given below to yield a system with both 'set-valued' and 'sorted' objects
completely axiomatized in SB, and hence with a decidable satisfiability
problem.

3 Attribute-value features
Attribute-value features, popularized in the work of Shieber (1986) and
others, are the most common type of features used in computational lin-
guistics. The treatment here is effectively the same as that in John-
son (1991), Smolka (1988, 1989), so it is only summarized here.

Attribute-value features are in effect partial functions (see Kaplan and
Bresnan 1982, Johnson 1988), and they can be formalized in first-order
logic either

• as relations that obey functionality axioms (as is done here), or
• as "total" functions over a domain that includes a designated el-

ement that is interpreted as an "undefined" value (see Johnson
1988, 1990).

These two different formalizations reduce the satisfiability problem for
attribute-value feature structure constraints to different classes of first-
order formulae, and lead to different insights about the original problem.

Here, we conceptualize "pure" attribute-value features as instances of
an "arc" relation, where arc(x, a, y) is true iff there is an arc labelled a
from x to y. (In some expositions the elements x and y are called nodes
and a is called an attribute). The following axioms express the constraints
that the arc relation must satisfy for it to be an attribute-value structure.
The predicate con is true of the attribute-value constants.

The first axiom requires that the arc relation is functional. (Used as an
inference rule in a forward chaining system, it requires the "unification"
of the "destinations" of a pair of arcs labelled with the same attribute
leaving the same node; see Johnson 1990, 1991 for details).

(1) Vx, a, y, z arc(x, a, y) A arc(x, a, z) —¥ y = z.

The second axiom requires that attribute-value constants have no at-
tributes. (This axiom is responsible for "constant-compound clashes").

(2) Vc, o, y ->(con(c) A arc(c, a, y))

The attribute-value constants have special properties expressed by the
next two axiom schema. These schema stipulate properties of the entities
that the attribute-value constants, a subset of the constant symbols of
the first-order language, denote. Not every constant symbol will be an
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attribute-value constant, since it is useful to have constant symbols that
refer to other entities as well.

The first schema requires that every attribute-value constant have the
property con.

(3) For all attribute-value constants c, con(c).

The second axiom schema requires that distinct attribute-value constants
have distinct denotations. (This is sometimes called a "unique name
assumption").

... For all pairs of distinct attribute-value constants c\ and c2,
W ci ± c2.

This axiomatization is quite permissive, in that it allows

• cyclic structures,
• infinite structures,
• intensions! structures (i.e., different elements may share the same

attributes and values),
• disconnected structures, and
• allows values to be used as attributes.

Additional axioms could have been added to prohibit such structures, but
because there seems to be no linguistic or computational motivation for
such additional stipulations they are not made here. (Axioms prohibiting
cyclic structures and attributes from being values can be formulated in
SB, an extensionality requirement can be axiomatized using a first-order
formula not in SB, while an axiom prohibiting infinite structures cannot
be expressed in first-order logic).

Each node in a syntactic parse tree is associated with an element
(different nodes can be associated with the same element; see Chapter 3 of
Johnson 1988 for full details). Lexical entries and syntactic rules constrain
the elements associated with parse-tree nodes. Following Kaplan and
Bresnan (1982) we represent these constraints by formulae containing no
universal quantifiers.

For example, a (simplified) lexical entry for the English verb swim
might require that:

• the attribute-value element u associated with a node dominating
the terminal item swim have a semantics attribute whose value is
swim' (which abbreviates the verb's "semantic value"),

• that u have an agreement attribute whose value is, say, v, and
• that the value of v's number and person attributes (representing

the verb's agreement features) not be singular and 3rd respectively
(these are the features of the inflected form swims).
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These constraints might be expressed in an extended PATR-II notation
(see Shieber 1986) as

(u semantics) = swim' A
->({u agreement number) = singular A

(u agreement person) = 3rd )

and in FDL notation (see Smolka 1988, 1989) as

semantics : swim' A
-^{agreement: number : singular A

agreement: person : 3rd )

This paper takes no position on what notation such feature constraints
should be written in, but simply suggests that whatever notation is used
to express this constraint it should mean the same thing as the following
formula.

3v arc(u, semantics, swim')/\
arc(u, agreement, u)A
-<(arc(v, number, singular)/^

arc(v, person, 3rd))
(In this formula u is a constant that is not an attribute-value constant,
while semantics, swim', number, singular, person and 3rd are attribute-
value constants). Arbitrary boolean combinations (including negation) of
attribute-value constraints can be expressed in this manner.2

Note that the axioms defining attribute-value features and formulae
expressing attribute-value constraints are all in SB, so their conjunction
is also (equivalent to) a SB formula, and hence the satisfiability of such
systems of constraints is decidable. Further, the only quantifiers appear
in the axioms 1 and 2 so this conjunction is in fact in SBj, and hence the
satisfiability problem for systems of feature constraints is in NP.3 Since the
satisfiability problem for arbitrary conjunctions and disjunctions of atomic
feature structure constraints (here, arc atoms) is NP-complete (Kasper
and Rounds 1990), the satisfiability problem for the system described here
is NP-complete.

2The proper treatment of negation in "feature logics" has been the subject of consid-
erable discussion (Moshier and Rounds 1987, Pereira 1987, Dawar and Vijay-Shanker
1990, Johnson 1988, 1990, 1991): however I know of no linguistic application in which
a classical interpretation of negation yields intuitively "incorrect" results.

3The axioms 1 and 2 can be replaced with an equivalent axiom that "shares" the uni-
versally quantified variables, so systems of attribute-value constraints can be expressed
as formulae in 864.
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4 Sorts
The term "sort" is used to mean different things by different authors. We
sketch here how two common interpretations of sorts can be axiomatized
by considering some simple examples, and follow Smolka (1988, 1989) in
modelling sorts by unary predicates (parameterized sorts are modelled by
predicates of higher arity).

First, suppose that sorts are taken to restrict the possible attributes of
an element, so that e.g. something of sort agr can only have the attributes
number or person (with perhaps restrictions on the values of these at-
tributes that for simplicity are not dealt with here). The following axiom
defines this notion of sort.
,g. Vxagr(x) —>
v ' Vo, y arc(x, a, y) -» a = person V a = number.

(This one-place predicate agr could be used in a more refined lexical entry
for swim that requires agr(v), i.e. that v be of sort agr.)

Second, suppose that sorts are also to require that certain attributes
must have a value, so that e.g. something of sort agr' must have values
for the attributes number or person. (Axiom 5 only prevents anything
satisfying agr from having any attributes other than person and number.)
The following axiom defines this sort.

/•gx Vxagr'(x) —>
v ' Ely, z arc(x,person, y) A orc(a;, number, z).

Both kinds of sorts can be optionally augmented by an extensionality
requirement, which stipulates that no two distinct elements in the same
sort have identical values for their attributes. For example, the following
axiom requires that no two elements of sort agr can have the same values
for their person and number attributes.

Vx, y, u, v (agr(x) A arc(x, number, «)A
arc(x, person, v) A agr(y)h

(7) arc(y, number, u) A
arc(y, person, v))

-tx = y

Because axioms of the form of 5 and 7 are in SB, the satisfiability of
attribute-value systems augmented with sort constraints of the first type
is decidable, and (given a fixed set of sorts and hence a fixed number
of universal quantifiers) is NP-complete. On the other hand, axioms of
the form of 6 are not in SB. While this does not imply undecidability,
Smolka (1988,1989) has shown that for systems that allow parameterized
sorts (i.e. sort predicates with arity greater than one) this is in fact the
case.
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Of course, there is no reason to restrict attention to unary predicates.
For example, assuming that lists are represented in the standard attribute-
value formulation using first and rest attributes (see Shieber 1986 or
Johnson 1988 for details), the following axioms define the predicate
member(x, I), which is true iff x appears somewhere in the proper list
represented by I *

Vx,/ arc(l, first,x) —> member(x,l)
Mx,l,V arc(l,rest,l')/\

. . member(x, I1) —> member(x,l)
^ ' Vx, /, /' member(z, I) —> are(l, first, x)V

(arc (I, rest, I') -»
member(x,l'))

Again, since the axioms in 8 are in SB, they can be conjoined with any
other SB axioms and the system remains decidable.

5 Subsumption Constraints
This section and the next focuses on some of the most difficult aspects of
the theory of feature structures. Subsumption constraints are notoriously
tricky to formulate. Partly, this is because the term 'subsumption' is used
to refer to two different notions in the feature structure literature.

First, subsumption can be construed as a relation between a pair of
systems of constraints. </> subsumes ̂  iff every feature structure that
satisfies ty also satisfies <f>. (This notion of subsumption is used in the
prediction step of generalized Barley and LR parsing algorithms for fea-
ture structure grammars; see Shieber (1989, 1985) for details.) In a pure
"unification-based grammar" framework, </> and ip are both quantifier-free
formulae (e.g. boolean combinations of arc atoms), so <f> subsumes 1/1 iff

A \= ip-xj)

where A is the relevant feature-structure axiomatization. Clearly, if A is
in SB then this notion of subsumption is decidable.

Second, subsumption can be construed as a relation between elements
within a feature structure, where e subsumes e', written e C e' iff there is
a partial endomorphism h such that h(e) = e1, that preserves attribute-
value constants and attributes and their values (and possibly sorts). (This
notion of subsumption is needed to describe the agreement properties of
conjoined phrases; see Shieber 1989 for details.) It is straightforward

4The axioms in 8 do not require that / be (an attribute-value encoding of) a list.
A unary 'sort' predicate that does require this is easily formulated, however. Among
other things, this predicate should require that the "empty list" constant ni( has
neither first nor last arcs leaving it. (This could also be achieved by treating nil as an
attribute-value constant.)
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to axiomatize this in second-order predicate logic by treating the partial
endomorphism h as a functional relation (i.e. h(x, y) iff h(x) is defined
and equal to y).

Ve, e' e C e' <—>
3ft ( Vx, y, z h(x, y) A h(x, z) -» y = z A

h(e, e1) A
Vc con(c) —» h(c, c) A
Vx, y, a, u h(x, y) A are(x, a, u) -> 3uarc(j/, a,u) Aft(u,u) )

Dorre and Rounds (1989) have shown the undecidability of conjunctions of
subsumption and attribute-value constraints, so clearly this notion of sub-
sumption cannot be axiomatized in SB. Perhaps surprisingly, positively
occurring subsumption constraints5 can be axiomatized quite directly in
first-order logic in a manner discovered jointly with John Maxwell.

As just formulated, subsumption seems to rely on an existential quan-
tification over partial endomorphisms ft, but by

• replacing the bi-conditional with an implication (which does not
affect satisfiability if all subsumption constraints occur positively),
and

• skolemizing the embedded existential quantification

we obtain an equivalent first order (but not SB) formulation in terms
of a four-place relation ft', where h'(e,e',x,y) iff h(x,y), where ft is the
partial endomorphism whose existence is asserted by the existential in the
definition of e C e'. The first axiom has the same effect as requiring that
ft(e,e')-
(9) Ve,e' eCe ' —>• ft'(e,e',e,e').
The second axiom requires that ft' preserve attributes and their values.

Ve, e', x, y, a, z h'(e, e', x, y) A arc(x, a, z)
—» 3t> arc(y,a,v) /\h'(e,e',z,v).

The third axiom requires that ft' preserve constants.

(11) Ve,e',2/ft'(e,e',c,y) —>• c = y.

The fourth axiom requires that ft' is functional.

(12) Ve,e',x,y,zh'(e,e',x,y)/\ti(e,e',x,z) —> y = z.

5 A subformula occurs positively iff it is in the scope of an even number of negation
symbols. The simplification of a biconditional to an implication when the relation
defined by the biconditional appears elsewhere only positively is described and proved
not to alter satisfiability in Johnson (1991).
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6 Constraint equations and ANY values
Finally, we turn to perhaps the most thorny problem for any theoretical
account of feature structures: default values and other non-monotonic
constructions. This section shows how these notions can be formalized by
using circumscription to require satisfying models to be minimal models.6

This approach has two major advantages over other approaches:

• expansion to disjunctive normal form is not required, and
• a single notion of satisfiability is denned which treats the mono-

tonic and non-monotonic constructions simultaneously.

Several versions of circumscription are discussed in the literature; for an
introduction see e.g. Genesereth and Nilsson (1987). The parallel circum-
scription formula $' for relations RI, ..., Rn in <j> has the property that a
model M satisfies </> A <(>' iff M is an RI ,..., fin-minimal model of 4>. (In
general <t>' is a second-order formula.)

An important intuition guiding early work in unification grammar (es-
pecially that of Kaplan and Bresnan 1982 and Kay 1985) is that only the
minimal feature structures satisfying the constraints are of linguistic in-
terest, and that lexical entries and syntactic rules may impose additional
conditions that a minimal model has to satisfy in order to be well-formed.
This section shows how these intuitions can be formalized using circum-
scription.

For example, most current theories of natural language syntax posit
a requirement that all noun-phrases must be assigned a 'case feature'
by some syntactic rule or lexical entry. This could be implemented in a
feature-structure based system by adding a constraint to all lexical entries
for nouns that a minimal model is well-formed only if the associated
feature element has a case attribute; this is sometimes called an ANY-
value constraint on the case attribute. Similarly, a constraint equation
between two entities x =c y is satisfied iff x = y in a minimal model
of the attribute-value formulae. (See the discussion on pages 108-110 of
Johnson (1988) for a more detailed explanation of such constraints.)

"Constraint equations" and ANY values can be treated in the follow-
ing way. We represent the constraint that an attribute a must be defined
on an element a; in a minimal model by any(x,a), and constraint equa-
tions by x =c y. Now let <f> be the conjunction of the equality axioms, the
attribute-value axioms and all of the (formulae corresponding to) feature
structure constraints from a given parse, and let (j>' be the parallel cir-
cumscription formula for arc, con and = in 0. We circumscribe precisely

6Fernando Pereira suggested to me that circumscription could be used to provide a
formal account of non-monotonic feature structure constraints.
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these relations because a minimal model is one which possesses as few arcs
as possible, specifies attribute-value constants as the denotation of as few
variables as possible, and identifies as equal or "unified" as few pairs of
variables as possible (see the definition of the subsumption ordering on
attribute- value models in Johnson 1988).

Then a model M satisfies all of the constraints (including the so-
called "defining equations" , the "constraint equations" and the ANY con-
straints) iff

M \= <t>f^4>'h
(13) Vz,a any(x,a) <-> 3y orc(a;,a,j/)A

Vz, y x =c y *+ x = y.

The circumscription of equality requires that two constants denote the
same entity (i.e. are "unified") in a model iff interpreting them as denoting
distinct entities would result in the violation of some axiom or constraint.
The circumscription of ore and con requires that these relations are also
minimal.

Note that this formulation restricts attention to "classical" minimal
models. However, for some applications this seems to be too strong. For
example, the constraint attached to the NP child in the LFG rule (Kaplan
and Bresnan 1982)

VP — >• V NP
t=4 (t OBJ) =4.

((j. CASE) = ACC)
includes an optional feature structure constraint, which would be repre-
sented in the framework described here as

arc(vp, OBJ, np) A (arc(np,CASE, ACC) V true)

Now, the left-hand disjunct contributes nothing to the truth conditions
if disjunction is interpreted classically (since <j> V true = true), so this is
clearly not the intended interpretation. Rather, Kaplan and Bresnan seem
to interpret disjunction as a kind of non-deterministic choice operator, so
that all of the minimal models of both <j> and ip are also minimal models
of

7 Conclusion
This paper has shown how a wide variety of different types of feature
structures and constraints on them can be described using predicate logic.
The decidability of the satisfiability problem of many interesting feature
structure systems follows directly from the fact that they can be axiom-
atized in the Schonfinkel-Bernays class. Further, axiomatizing feature
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structures in first-order logic allows us to apply standard techniques to
the formalization of non-monotonic feature structure constraints.
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A Method for Disjunctive
Constraint Satisfaction
JOHN T. MAXWELL III AND RONALD M. KAPLAN

1 Introduction
A distinctive property of many current grammatical formalisms is their
use of feature equality constraints to express a wide variety of grammatical
dependencies. Lexical-Functional Grammar (Kaplan and Bresnan 1982),
Head-Driven Phrase-Structure Grammar (Pollard and Sag 1987), PATR
(Karttunen 1986), FUG (Kay 1979, Kay 1982), and the various forms of
categorial unification grammar (Karttunen 1989, Uszkoreit 1986, Zeevat
et al. 1987) all require an analysis of a sentence to satisfy a collection of
feature constraints in addition to a set of conditions on the arrangement
of words and phrases. Conjunctions of equality constraints can be quickly
solved by standard unification algorithms, so they in themselves do not
present a computational problem. However, the equality constraints de-
rived for typical sentences are not merely conjoined together in a form
that unification algorithms can deal with directly. Rather, they are em-
bedded as primitive elements in complex disjunctive formulas. For some
formalisms, these disjunctions arise from explicit disjunction operators
that the constraint language provides for (e.g. LFG) while for others dis-
junctive constraints are derived from the application of alternative phrase
structure rules (e.g. PATR). In either case, disjunctive specifications help
to simplify the statement of grammatical possibilities. Alternatives ex-
pressed locally within individual rules and lexical entries can appeal to
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Satisfaction" in Proceedings of the International Workshop on Parsing Technologies
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more general disjunctive processing mechanisms to resolve their global
interactions.

The computational problem, of course, is that processing disjunctive
specifications is exponentially difficult in the worst case, even if conjunc-
tions of primitive propositions can be solved very quickly, as is the case
with equality. For example, the most direct way of dealing with a dis-
junctive formula is to convert it to disjunctive normal form and then
separately solve each of the conjunctive subformulas in the result. There
are in general exponentially many such subformulas to consider, hence the
overall exponential complexity of the whole process. Despite its compu-
tational cost, the DNF strategy does have the significant advantage that
it decouples the processing of disjunctions from any details of the primi-
tive constraint formalism or of the conjunctive method for solving them.
Grammatical constraint formulas can be solved by merely composing well-
known DNF algorithms with equally well-known unification algorithms in
a simple, modular implementation that is easy to understand and easy to
prove correct.

The exponential time-bound does not reflect our naive intuitions about
the intrinsic complexity of the natural language parsing problem. The
number of alternatives that remain consistent for any given sentence is
typically much, much smaller than the number that a DNF parsing algo-
rithm would explore, and traces of such algorithms typically show enor-
mous amounts of repetitive and irrelevant computation. Although dis-
junctive constraint satisfaction is known to be worst-case exponential, we
and others have suspected that the disjunctive configurations that emerge
from grammatical specifications may conform to certain restricted pat-
terns that admit of more rapid solution algorithms. Karttunen (1984) ob-
served that many grammatical disjunctions can be resolved locally among
a limited number of morphological feature values and do not usually have
the more global interactions that the DNF algorithm is optimized to han-
dle. Kasper (1987a, 1987b) suggested that many grammatical constraints
lead to immediate inconsistencies and proposed an algorithm that noticed
some of these inconsistencies before expanding to disjunctive normal form.

We have developed a contrasting set of intuitions. Working with
Lexical-Functional Grammars, we have noticed that, as a grammar in-
creases in its coverage, the number of disjunctions to be processed grows
in rough proportion to the number of words in a sentence. However, we
have not observed that elements of these disjunctions typically are mutu-
ally inconsistent. Rather, the most striking pattern is that disjunctions
arising from words and phrases that are distant from each other in the
string tend not to interact. A disjunction representing an ambiguity in
the person or number of a sentence's subject, for example, tends to be
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independent of any ambiguities in, say, the complement's complement's
object. That is, the constraint system is globally satisfiable no matter
what choices are made from the two distant disjunctive branches. If dis-
junctions are independent, or free, of each other, it is not necessary to
explore all combinations of their branches to determine the satisfiability
of the entire system.

The algorithm we propose in this paper is optimized for this common
pattern of free disjunctions. Natural languages seem to have a certain
locality property in that distant words and phrases usually contribute
information about different grammatical functions and features. Distant
disjunctions therefore tend to relate to different branches of the attribute-
value matrix (functional structure in LFG terminology) that is character-
ized by the set of equality constraints. In essence, instead of multiplying
disjunctions in advance of running a purely conjunctive unification al-
gorithm, our algorithm embeds disjunctions underneath the particular
attributes they are concerned with. Equality processing is then carried
out on this disjunctive structure. Our method retains the important ad-
vantage of the DNF strategy of directly referencing the axioms of the
conjunctive equality theory, and thus remains easy to understand and
prove correct.

There are four main steps in our algorithm for processing disjunctive
systems:

1. turn the disjunctive system into an equi-satisfiable flat conjunction
of contexted constraints

2. normalize the contexted constraints using extensions of standard
techniques

3. extract and solve a prepositional 'disjunctive residue'
4. produce models for satisfiable systems

Intuitively, the disjunctive residue represents the satisfiable combina-
tions of disjuncts in a simple prepositional form. Each of the transforma-
tions above preserves satisfiability, and so the original disjunctive system
is satisfiable if and only if the disjunctive residue is satisfiable. If the
disjunctions are relatively independent, then the disjunctive residue is
significantly easier to solve than the original system.

The first four sections of this paper cover the steps outlined above.
The next section compares this approach with some other techniques for
dealing with disjunctive systems of constraints. The last section discusses
some of the things that we learned along the way.
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2 Turning Disjunctions into Contexted Constraints
2.1 Basic Lemma
Our method depends on a simple lemma for converting a disjunction into
a conjunction of implications:

Lemma 1 fa V fa is satisfiable iff (p -> fa) A (->p -* fa) is satisfiable,
where p is a new prepositional variable.
Proof:

1. If <f>i V fa is satisfiable, then either fa is satisfiable or fa is satisfi-
able. Suppose that fa is satisfiable. Then if we choose p to be true,
then p -¥ fa is satisfiable because fa is satisfiable, and ->p -t fa
is vacuously satisfiable because its antecedent is false. Therefore
(p -»• fa) A (->p -^ fa) is satisfiable.

2. If (p -> fa) A (->p -» <fo) is satisfiable, then both clauses are sat-
isfiable. One clause will be vacuously satisfiable because its an-
tecedent is false and the other will have a true antecedent. Suppose
that p -* fa is the clause with the true antecedent. Then fa must
be satisfiable for p -> fa to be satisfiable. But if fa is satisfiable,
then so is fa V fa. Q.E.D.

Intuitively, the new variable p is used to encode the requirement that
at least one of the disjuncts be true. In the remainder of the paper we
use lower-case p to refer to a single prepositional variable, and upper-case
P to refer to a boolean combination of prepositional variables. We call
P -> 0 a contexted constraint, where P is the context and </> is called the
base constraint.

(Note that this lemma is stated in terms of satisfiability, not logical
equivalence. A form of the lemma that emphasized logical equivalence
would be: fa V fa «-» 3p : (p -V fa) A (~<p -> fa).)

2.2 Turning a Disjunctive System into a Conjunctive
System

The lemma given above can be used to convert a disjunctive system of
constraints into a flat conjunction of contexted constraints in linear time.
The resulting conjunction is satisfiable if and only if the original system
is satisfiable. The algorithm for doing so is as follows:
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Algorithm 1

(a) push all of the negations down to the literals
(b) convert the disjunctions into conjunctions using Lemma 1 above
(c) flatten nested contexts with:

(Pi ->(?!-**))*> (Pi KPj-Kft

(d) separate conjoined constraints with:

(Pi -* fc A <h) <*• (Pi -»• <t>i) A (Pi

This algorithm is a variant of the reduction used to convert disjunctive
systems to an equi-satisfiable formula in conjunctive normal form in the
proof that the satisfiability problem for CNF is NP-complete (Hopcroft
and Ullman 1979). In effect, we are simply converting the disjunctive sys-
tem to an implicational form of CNF (since P -> $ is logically equivalent
to ->P V (/>). CNF has the desirable property that if any one clause can be
shown to be unsatisfiable, then the entire system is unsatisfiable.

2.3 Example
The functional structure / of an uninflected English verb has the following
constraints in the formalism of Lexical-Functional Grammar (Kaplan and
Bresnan 1982):

((/ INF) = - A (/ TENSE) = PRES A ->[(/ SUBJ NUM) = SGA
(1) (/ SUBJ PERS) = 3])

V(/ INF) = +

(In LFG notation, a constraint of the form (fa) = v asserts that /(a) = v,
where / is a function, o is an attribute, and v is a value. (/ a 6) = v is
shorthand for /(a) (6) = v.) These constraints say that either an un-
inflected English verb is a present tense verb which is not third person
singular, or it is infinitival. In the left column below this system has
been reformatted so that it can be compared with the results of applying
Algorithm 1 to it, shown on the right:

reformatted: converts to:

A (/ TENSE) = PRES (pi -> (/ TENSE) = PRES) A
A -i [ (/SUBJ NUM) = SG (pi Ap2 -» (/SUBJ NUM) ^ SG) A

A (/ SUBJ PERS) = 3]) (pi A ->pz ->• (/ SUBJ PERS) ̂ 3) A
V
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3 Normalizing the Contexted Constraints
A conjunction of contexted constraints can be put into an equi-satisfiable
normalized form that makes it easy to identify all unsatisfiable combina-
tions of constraints. The basic idea is to start with algorithms that deter-
mine the satisfiability of purely conjunctive systems and extend each rule
of inference or rewriting rule so that it can handle contexted constraints.
We illustrate this approach by modifying two conventional satisfiability
algorithms, one based on deductive expansion and one based on rewriting.

3.1 Deductive Expansion
Deductive expansion algorithms work by determining all the deductions
that could lead to unsatisfiability given an initial set of clauses and some
rules of inference. The key to extending a deductive expansion algorithm
to contexted constraints is to show that for every rule of inference that is
applicable to the base constraints, there is a corresponding rule of infer-
ence that works for contexted constraints. The basic observation is that
base constraints can be conjoined if their contexts are conjoined:

Lemma 2 (Pi -* 0i) A (P2 -> 02) => (Pi A P2 -> <t>i A 02)
If we know from the underlying theory of conjoined base constraints

that 0i A 02 ->• 03, then the transitivity of implication gives us:

(2) (Pi -> 00 A (P2 -+02) => (Pi A P2 ->• 03)

Equation (2) is the contexted version of fa A 02 ~* 0s- Thus the fol-
lowing extension of a standard deductive expansion algorithm works for
contexted constraints:

Algorithm 2

For every pair of contexted constraints PI -» 0i and P2 -> 02 such that:

(a) there is a rule of inference 0i A 02 -> 0s
(b) P! A P2 ^ FALSE
(c) there are no other clauses PS -> 0s such that PI A P2 -> PS

add PI A P2 -» 03 to the conjunction of clauses being processed.

Condition (b) is based on the observation that any constraint of the
form FALSE -» 0 can be discarded since no unsatisfiable constraints can
ever be derived from it. This condition is not necessary for the correctness
of the algorithm, but may have performance advantages. Condition (c)
corresponds to the condition in the standard deductive expansion algo-
rithm that redundant constraints must be discarded if the algorithm is
to terminate. We extend this condition by noting that any constraint of
the form Pf -> 0 is redundant if there is already a constraint of the form
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Pj -» 0, where Pi -¥ Pj. This is because any unsatisfiable constraints
derived from Pi ->• </> will also be derived from Pj ->• <j>. Our extended
algorithm terminates if the standard algorithm for simple conjunctions
terminates. When it terminates, an equi-satisfiable disjunctive residue
can be easily extracted, as described in Section 4 below.

3.2 Rewriting
Rewriting algorithms work by repeatedly replacing conjunctions of con-
straints with logically equivalent conjunctions until a normal form is
reached. This normal form usually has the property that all unsatisfi-
able constraints can be determined by inspection. Rewriting algorithms
use a set of rewriting rules that specify what sorts of replacements are
allowed. These are based on logical equivalences so that no information
is lost when replacements occur. Rewriting rules are interpreted differ-
ently from logical equivalences, however, in that they have directionality:
whenever a logical expression matches the left-hand side of a rewriting
rule, it is replaced by an instance of the logical expression on the right-
hand side, but not vice-versa. To distinguish the two, we will use o for
logical equivalence and & for rewriting rules. (This corresponds to our
use of -» for implication and => for deduction above.)

A rewriting algorithm for contexted constraints can be produced by
showing that for every rewrite rule that is applicable to the base con-
straints, there is a corresponding rewrite rule for contexted constraints.
Suppose that fa A fe & fa is a rewriting rule for base constraints. An
obvious candidate for the contexted version of this rewrite rule would be
to treat the deduction in (2) as a rewrite rule:

(3) (Pi -> 0i) A (P2 -» fa) •«• (Pi A P2 -> fa) (incorrect)

This is incorrect because it is not a logical equivalence: the information
that fa is true in the context PI A -<P2 and that fa is true in the context
P2 A ->Pi has been lost as the basis of future deductions. If we add clauses
to cover these cases, we get the logically correct:

(4) (pi -> «M A (^2 -»• fa) <*
^ ' (Pi A -.P2 -> fa) A (P2 A -.Pi -> fa) A (Pi A P2 -> fa)

This is the contexted equivalent of fa A fa O- fa. Note that the effect of
this is that the contexted constraints on the right-hand side have uncon-
joinable contexts (that is, the conjunction of the contexts is tautologically
false). Thus, although the right-hand side of the rewrite rule has more
conjuncts than the left-hand side, there are fewer implications to be de-
rived from them.

Loosely speaking, a rewriting algorithm is constructed by iterative
application of the contexted versions of the rewriting rules of a conjunc-
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tive theory. Rather than give a general outline here, let us consider the
particular case of attribute value logic.

3.3 Application to Attribute- Value Logic
Attribute-value logic is used by both LFG and unification-based gram-
mars. We will start with a simple version of the rewriting formalism given
in Johnson (1987). For our purposes, we only need two of the rewriting
rules that Johnson defines (Johnson 1987, 38-39):

f5x ti « *2 <& *2 « *i when ||*i || < ||*2 1|
^ ' (||*i|| is Johnson's norm for terms.)

(*2 « *i A <t>) O (*2 KI ti A cA[*2/*i])
(6) where fy contains *2 and ||i2|| > ||*i||

(</>[*2/*i] denotes </> with every occurrence of *2 replaced by *i.)
We turn equation (6) into a contexted rewriting rule by a simple applica-
tion of (4) above:

(7) (Pi -> *2 » *i) A (P2 -» <t>) o
(Pi A--P2 -» *2 « *i)A(-.PiAP2 ->• <A)A(PiAP2 -» (*2 « *i A0[*2/*i]))

We can collapse the two instances of i2 w *i together by observing that

(P -» A A B) o (P -> A) A (P -> B)

and that
(Pi -> A) A (Pj -+A)& (Pi VPj^A)

giving the simpler form:

. . (Pi -»• *2 W *l) A (P2 -»• 0) «*
W (Pi -* *2 « *i) A (P2 A -.Pi -> 0) A (P2 A Pi ̂  0[*2/*i])

Formula (8) is the basis for a very simple rewriting algorithm for a con-
junction of contexted attribute-value constraints:

Algorithm 3

For each pair of clauses PI —t t% « *i and P% —t <j>:

(a) if ||*2 1| > ||*i ||, then set x to t\ and y to *2, else set x to *2 and y
to *i

(b) if </> mentions y and ||P2 A PI|| > 0 then replace P2 -¥ <j> with
(P2 A -^Pi -> <A) A (P2 A Pi ->

Notice that since PI -> *2 w *i is carried over unchanged in (8), we only
have to replace P2 -» (j> in step (b). Note also that if PS A PI is FALSE,
there is no need to actually add the clause (P2 A PI -» <A[*2/*i]) since no
unsatisfiable constraints can be derived from it. Similarly if P2 A -iPi is
FALSE there is no need to add P% A -iPi -> <f>.
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3.4 Proof of Termination
We can prove that the contexted version of Johnson's algorithm termi-
nates by extending his proof of termination (Johnson 1987, 38-40) to
include contexted constraints. Johnson defines a norm on terms \\t\\
such that if \\ti\\ < ||£2|| and 4> uses «2, then ||0[t2/ti]|| < \\H for all
<f>. We do not need to know the details of this norm, except to note that

We now define \\P ->• <f>\\ to be Wl|p|1, where ||P|| is the number of
solutions that P has in the truth table for all the prepositional variables
in the entire system. (In terms of a Venn diagram, ||P|| is the size of the
area covered by P.) One consequence of this definition is that ||Pi|| =
||P« A Pj\\ + ||P, A -.Pj|| for all Pi and Pj.

Using this definition, the norm for the left hand side of (8) is:

||(Pi -» ta « tO A (Pa -> 0||

(9) = ||(A ->ta* tOH -||(P2-> 011

and the norm for the right hand side is:

(10) || ((Pi -> ta « tO A (Pa A -Pi -+ 0 A (P2 A PI -» tfta/ti])||

= ||((Pi -> ta « tOH ' ||(P2 A -Pi -> 0|| • ||(Pa A Pi -> 0[ia/ti])||
= lit, « fill"*" • ||0||II«A-«II . mt2/tl]ll\\P^Pl\\

We now show that (10) < (9) whenever ||ti|| < ||t2||:

ll*i II < INI
-+ 11̂ 2 Ai] II < \\4>\\ (by Johnson's definition)

< ||0|HftAftH (because ||P2 A PI|| is always > 0)

(by our definition of ||P||)

-»• ||ta « «i||"Pl" • ||^2Ai]||l|p2APl11 • ||0||«p2A^Pl11 < ||t2 » *i||l|Pl11 • WI|P2"

We can conclude from this that each application of (8) in Algorithm 3
will monotonically reduce the norm of the system as a whole, and hence
the algorithm must terminate.
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3.5 Example
The following example illustrates how this algorithm works. Suppose that
(12) is the contexted version of (11):

(11) 2 i i l
^ ' where c$ ̂  Cj for all i

a. pi -4 /2 = /i
b. -^pi -» (A a) = c

d. ->pi ->• (A a) = c3

(For clarity, we omit the A's whenever contexted constraints are displayed
in a column.) There is an applicable rewrite rule for constraints (12a) and
(12c) that produces three new constraints:

Pi -» /2 = /i «*• Pi -» /2 = /i
(13) p2 -> (/2 o) = c2 --pi A #2 -» (/2 a) = c2

Pi Ap2 -» (/i a) = c2

Although there is an applicable rewrite rule for (12d) and the last clause
of (13), we ignore it since pi A^ A ->p2 is FALSE. The only other pair
of constraints that can be rewritten are (12b) and (12d), producing three
more constraints:

-'Pi -* (A o) = ci •» --pi ->• (/i a) = ci
(14) -1p2 -> (/i a) = c3 pi A -ipi -> (/i a) = c3

~"Pi A ->p2 — > Ci = c3

Since no more rewrites are possible, the normal form of (12) is thus:

a. Pi -> /2 = /i
b. -ipi -» (/i o) = ci
c. --pi A p2 -> (/2 a) = c2

d. Pi A ~.p2 -> (/! a) = c3

e. pi A p2 -> (/i o) = c2

/. ->P! A -ip2 -> ci = c3

4 Extracting the Disjunctive Residue
When the rewriting algorithm is finished, all unsatisfiable combinations
of base constraints will have been derived. But more reasoning must be
done to determine from base unsatisfiabilities whether the disjunctive sys-
tem is unsatisfiable. Consider the contexted constraint P -»</>, where <j>
is unsatisfiable. In order for the conjunction of contexted constraints to
be satisfiable, it must be the case that -iP is true. We call ->P a nogood,
following TMS terminology (de Kleer 1986). Since P contains preposi-
tional variables indicating disjunctive choices, information about which
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conjunctions of base constraints are unsatisfiable is thus back-propagated
into information about the unsatisfiability of the conjunction of the dis-
juncts that they come from. The original system as a whole is satisfiable
just in case the conjunction of all its nogoods is true. We call the con-
junction of all of the nogoods the residue of the disjunctive system.

For example, clause (15f) asserts that -<pi A -<P2 -* Ci = 03. But
d = Cz is unsatisfiable, since we know that GI ^ c%. Thus ->(->pi A ->p^) is
a nogood. Since c\ = Cs is the only unsatisfiable base constraint in (15),
this is also the disjunctive residue of the system. Thus (11) is satisfiable
because ->(->pi A -.£2) has at least one solution (e.g. p\ is true and p? is
true).

Since each nogood may be a complex boolean expression involving
conjunctions, disjunctions and negations of prepositional variables, de-
termining whether the residue is satisfiable may not be easy. In fact, the
problem is NP complete. However, we have accomplished two things by
reducing a disjunctive system to its residue. First, since the residue only
involves prepositional variables, it can be solved by prepositional reason-
ing techniques (such as de Kleer's ATMS (de Kleer 1986)) that do not
require specialized knowledge of the problem domain. Second, we believe
that for the particular case of linguistics, the final residue will be simpler
than the original disjunctive problem. This is because the disjunctions
introduced from different parts of the sentence usually involve different
attributes in the feature structure, and thus they tend not to interact.

Another way that nogoods can be used is to reduce contexts while the
rewriting is being carried out, using identities like the following:

(16) --Pi A (--Pi A P2 -»• 0) 4» -.Pi A (P2 -> <f>)

(17) -.Pi A (Pi A P2 -> <t>) & --Pi
(18) PI A -iPi O FALSE
Doing this can improve the performance since some contexts are simplified
and some constraints are eliminated altogether. However, the overhead of
comparing the nogoods against the contexts may outweigh the potential
benefit.

4.1 Complexity Analysis
The first part of our algorithm (converting the original constraints into
contexted constraints) is linear in the number of constraints, since the
number of transformations in Algorithm 1 is directly proportional to the
number of operators in the original formula. In the particular case of
unification, the second part (normalizing the constraints) can be made to
run in polynomial time (although we have not given a proof of this). The
third part, solving the disjunctive residue, contains the exponential that



392 / JOHN T. MAXWELL III AND RONALD M. KAPLAN

cannot be avoided. However, if the nogoods are mostly independent, then
the complexity of this part will be closer to k2m than 2n, where m <C n.
This is because the disjunctive residue will break down into a number of
independent problems each of which is still exponential, but with much
smaller exponents.

4.2 Example
Let us assume that the following constraints represent the German words
die and Koffer.

die: ((/ CASE) = NOM V (/ CASE) = ACC)
A([(/ GEND) = FEM A (/ NUM) = SG] V (/ NUM) = PL)

Koffer: (f GEND) = MASC A (/ PERS) = 3A
([(/ NUM) = SG A (/ CASE) ^ GEN]
v[(/ NUM) = PL A (/ CASE) ^ DAT])

If we convert to contexted constraints and sort by attributes we get the
following:

°- Pi -*• (/ CASE) = NOM
b. ->pi -> (/ CASE) = ACC
c- Pa-*(f CASE) ^ GEN
d- ->P3 ->• (/ CASE) ^ DAT
e. P2 -> (/ GEND) = FEM

(19) /. true ->• (/ GEND) = MASC
9- P2 -»(/ NUM) = SG
h. ->p2 -»• (/ NUM) = PL
*• Pa ->• (/ NUM) = SG
3- ->PS -> (/ NUM) = PL
k. true -»• (/ PERS) = 3

Normalizmg the constraints produces the following nogoods:

a. pa (e and f)
(20) b. P2A--P3 (gandj)

c. ->p2 A pa (h and i)

The conjunction of these nogoods has the solutions: p\ A ->p2 A -<p3 and
->pi A --P2 A -ipa.

5 Producing the Models
Assuming that there is a method for producing a model for a conjunction
of base constraints, we can produce models from the contexted system.
Every assignment of truth values to the prepositional variables introduced
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in Lemma 1 corresponds to a different conjunction of base constraints
in the original system, and each such conjunction is an element of the
DNF of the original system. Rather than explore the entire space of
assignments, we need only enumerate those assignments for which the
disjunctive residue is true.

Given an assignment of truth values that is consistent with the dis-
junctive residue, we can produce a model from the contexted constraints
by assigning the truth values to the prepositional variables in the con-
texts, and then discarding those base constraints whose contexts evaluate
to false. The minimal model for the remaining base constraints can be
determined by inspection if the base constraints are in normal form, as
is the case for rewriting algorithms. (Otherwise some deductions may
have to be made to produce the model, but the system is guaranteed to
be satisfiable.) This minimal model will satisfy the original disjunctive
system.

5.1 Example
The residue for the system given in (19) is ->p2 A ->[p2 A ->ps] A -{-^P2 Ap3].
This residue has two solutions: p\ A -1̂ 2 A ->ps and ~^p\ A ->P2 A -ips.
We can produce models for these solutions by extracting the appropriate
constraints from (19), and reading off the models. Here are the solutions
for this system:

solution: constraints: model:

Pi A ->P2 A ->ps

(f CASE) = NOM A
(/ GEND) = MASC A
(/ NUM) = PL A
(/ PERS) = 3

->pi A

(/ CASE) = ACC A
(/ GEND) = MASC A

A"P3 (/NUM) = PLA
(/ PERS) = 3

f

CASE NOM
GEND MASC
NUM PL
PERS 3

CASE ACC
GEND MASC
NUM PL
PERS 3

6 Comparison with Other Techniques
In this section we compare disjunctive constraint satisfaction with some of
the other techniques that have been developed for dealing with disjunction
as it arises in grammatical processing. These other techniques are framed
in terms of feature-structure unification and a unification version of our
approach would facilitate the comparisons. Although we do not provide
a detailed specification of context-extended unification here, we note that
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unification can be thought of as an indexing scheme for rewriting. We
start with a simple illustration of how such an indexing scheme might
work.

6.1 Unification Indexing
Regarding unification as an indexing scheme, the main question that needs
to be answered is where to index the contexts. Suppose that we index the
contexts with the values under the attributes. Then the attribute-value
(actually, attribute-contest-value) matrix for (21a) would be (21b):

(21) a. (/a) = Cl

b.

Pi ci
-<Pl A ->P2 03

c2]

Since the contexts are indexed under the attributes, two disjunctions will
only interact if they have attributes in common. If they have no attributes
in common, their unification will be linear in the number of attributes,
rather than multiplicative in the number of disjuncts. For instance, sup-
pose that (22b) is the attribute value matrix for (22a):

(22) o. (/c) = c4

b.

(PS C4]

[-•P3AP4 C5]

[-•P3A-1P4 ce]

Since these disjunctions have no attributes in common, the attribute-
value matrix for the conjunction of (21a) and (22a) will be simply the
concatenation of (21b) and (22b):

(23)

'
ffl

b

c

d

e

[Pi
I
[-'Pi A

[-•Pi A

[P3

[-•psA

[-'Ps A

Cl

C3

C2]

C4]

C5]

06]

The DNF approach to this problem would produce nine f-structures with
eighteen attribute-value pairs. In contrast, our approach produces one
f-structure with eleven attribute-value and context-value pairs. In gen-
eral, if disjunctions have independent attributes, then a DNF approach is
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exponential in the number of disjunctions, whereas our approach is lin-
ear. This independence feature is very important for language processing,
since, as we have suggested, disjunctions from different parts of a sentence
usually constrain different attributes.

6.2 Karttunen's Disjunctive Values
Karttunen (1984) introduced a special type of value called a "disjunctive
value" to handle certain types of disjunctions. Disjunctive values allow
simple disjunctions such as:

(24) (/ CASE) = ACC V (/ CASE) = MOM

to be represented in the unification data structure as:

(25) [CASE {NOM ACC}]

where the curly brackets indicate a disjunctive value. Karttunen's dis-
junctive values are not limited to atomic values, as the example he gives
for the German article die shows:

CASE {NOM ACC}
I FGEND FEM]

[NUM SG J(26) die = INFL
AGR

.[NUM PL]

The corresponding attribute-context-value matrix for our scheme would
be:

\PI NOM
ACC I

(27) die = INFL

CASE

AGR

GEND [P2 FEM]

,'P2
NUM

The advantage of disjunctive constraint satisfaction is that it can han-
dle all types of disjunctions, whereas disjunctive values can only handle
atomic values or simple feature-value matrices with no external dependen-
cies. Furthermore, disjunctive constraint satisfaction can often do better
than disjunctive values for the types of disjunctions that they can both
handle. This can be seen in (27), where disjunctive constraint satisfac-
tion has pushed a disjunction further down the AGR feature than the
disjunctive value approach in (26). This means that if AGR were given an
attribute other than GEND or NUM, this new attribute would not interact
with the existing disjunction.
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However, disjunctive values may have an advantage of reduced over-
head, because they do not require embedded contexts and they do not
have to keep track of nogoods. It may be worthwhile to incorporate dis-
junctive values in our scheme to represent the very simple disjunctions,
while disjunctive constraint satisfaction is used for the more complex dis-
junctions.

6.3 Kasper's Successive Approximation
Kasper (1987a, 1987b) proposed that an efficient way to handle disjunc-
tions is to do a step-wise approximation for determining satisfiability.
Conceptually, the step-wise algorithm tries to find the inconsistencies that
come from fewer disjuncts first. The algorithm starts by unifying the non-
disjunctive constraints together. If the non-disjunctive constraints are
inconsistent, then there is no need to even consider the disjunctions. If
they are consistent, then the disjuncts are unified with them one at a time,
where each unification is undone before the next unification is performed.
If any of these unifications are inconsistent, then its disjunct is discarded.
Then the algorithm unifies the non-disjunctive constraints with all pos-
sible pairs of disjuncts, and then all possible triples of disjuncts, and so
on. (This technique is called "k-consistency" in the constraint satisfac-
tion literature (Freuder 1978).) In practice, Kasper noted that only the
first two steps are computationally useful, and that once bad singleton
disjuncts have been eliminated, it is more efficient to switch to DNF than
to compute all of the higher degrees of consistency.

Kasper's technique is optimal when most of the disjuncts are incon-
sistent with the non-disjunctive constraints, or the non-disjunctive con-
straints are themselves inconsistent. His scheme tends to revert to DNF
when this is not the case. Although simple inconsistencies are preva-
lent in many circumstances, we believe they become less predominant as
grammars are extended to cover more and more linguistic phenomena.
The coverage of a grammar increases as more options and alternatives
are added, either in phrasal rules or lexical entries, so that there are fewer
instances of pure non-disjunctive constraints and a greater proportion of
inconsistencies involve higher-order interactions. This tendency is exac-
erbated because of the valuable role that disjunctions play in helping to
control the complexity of broad-coverage grammatical specifications. Dis-
junctions permit constraints to be formulated in local contexts, relying
on a general global satisfaction procedure to enforce them in all appro-
priate circumstances, and thus they improve the modularity and man-
ageability of the overall grammatical system. We have seen this trend
towards more localized disjunctive specifications particularly in our de-
veloping LFG grammars, and have observed a corresponding reduction in



A METHOD FOR DISJUNCTIVE CONSTRAINT SATISFACTION / 397

the number of disjuncts that can be eliminated using Rasper's technique.
On the other hand, the number of independent disjunctions, which our
approach does best on, tends to go up as modularity increases.

One other aspect of LFG grammatical processing is worth noting.
Many LFG analyses are ruled out not because they are inconsistent, but
rather because they are incomplete. That is, they fail to have an at-
tribute that a predicate requires (e.g. the object is missing for a transi-
tive verb). Since incomplete solutions cannot be ruled out incrementally
(an incomplete solution may become complete with the addition of more
information), completeness requirements provide no information to elimi-
nate disjuncts in Rasper's successive approximation. These requirements
can only be evaluated in what is effectively a disjunctive normal form
computation. But our technique avoids this problem, since independent
completeness requirements will be simply additive, and any incomplete
contexts can be easily read off of the attribute-value matrix and added to
the nogoods before solving the residue.

Rasper's scheme works best when disjuncts can be eliminated by uni-
fication with non-disjunctive constraints, while ours works best when dis-
junctions are independent. It is possible to construct a hybrid scheme
that works well in both situations. For example, we can use Rasper's
scheme up until some critical point (e.g. after the first two steps), and
then switch over to our technique instead of computing the higher de-
grees of consistency.

Another, possibly more interesting, way to incorporate Rasper's strat-
egy is to always process the sets of constraints with the fewest number of
prepositional variables first. That is, if PS A P* had fewer prepositional
variables than PI AP2, then the rewrite rule in (29) should be done before
(28):
(28) (Pi -xAi)A(P2-»<k)=>(PiAP 2 -»<A 5 )
(29) (P3 -» fa) A (P4 -> fa) =» (P8 A P4 -> fa)
This approach would find smaller nogoods earlier, which would allow com-
binations of constraints that depended on those nogoods to be ignored,
since the contexts would already be known to be inconsistent.

6.4 Eisele and Dorre's techniques
Eisele and Dorre (1988) developed an algorithm for taking Rarttunen's
notion of disjunctive values a little further. Their algorithm allows dis-
junctive values to be unified with reentrant structures. The algorithm
correctly detects such cases and "lifts the disjunction due to reentrancy".
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They give the following example:

a:
c: —

b: -
c: +

(30)

U a:

b: ( d )
c: —

d: +

b : < d >
c: +

d: -

Notice that the disjunction under the "a" attribute in the first matrix is
moved one level up in order to handle the reentrancy introduced in the
second matrix under the "b" attribute.

This type of unification can be handled with embedded contexts with-
out requiring that the disjunction be lifted up. In fact, the disjunction is
moved down one level, from under "a" to under "b" and "c":

a:

(31)

b:

c:

Pi +
-•Pi -

Pi
-•Pi +
-

a:

d:

'b: ( <

[ [b: ( d ) l 'u r d: uL L J .

i >
[Pi -1

Cl \ \

-

'Pi +1
U-P1 -J

6.5 Overall Comparison
The major cost of using disjunctive constraint satisfaction is the overhead
of dealing with contexts and the disjunctive residue. Our technique is
quite general, but if the only types of disjunction that occur are covered by
one of the other techniques, then that technique will probably do better
than our scheme. For example, if all of the nogoods are the result of
singleton inconsistencies (the result of unifying a single disjunct with the
non-disjunctive part), then Rasper's successive approximation technique
will work better because it avoids our overhead. However, if many of the
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nogoods involve multiple disjuncts, or if some nogoods are only produced
from incomplete solutions, then disjunctive constraint satisfaction will do
better than the other techniques, sometimes exponentially so. We also
believe that further savings can be achieved by using hybrid techniques if
the special cases are sufficiently common to warrant the extra complexity.

7 Concluding Remarks
We set out to exploit a particular property of parsing (namely that con-
straints under different attributes tend not to interact) in order to obtain
better average time performance for constraint satisfaction. Along the
way, we have discovered a few strategies that we did not anticipate but
in retrospect seem quite useful.

The first strategy is to use the conjunctive theory to drive the dis-
junctive theory. This is useful because in our case the conjunctive theory
is polynomial and the disjunctive theory is exponential. Since the con-
junctive theory can reduce the search space of the disjunctive theory in
polynomial time, this saves the disjunctive theory exponential time. In
general, it makes sense to use the more constrained theory to drive the
less constrained theory. This is one of the major ways in which we differ
from the ATMS (de Kleer 1986) work; the ATMS uses disjunctive infor-
mation to guide the conjunctive theory, whereas we do it the other way
around. We believe that it may be possible to gain more benefits by going
even further in this direction.

The second strategy is to use CNF rather than DNF. This is because
CNF allows for a compact representation of ambiguity. That is, a con-
junction of independent disjunctions is much smaller than the equivalent
formula expressed as a disjunction of conjunctions. This is particularly
important for processing modular linguistic descriptions. In modular sys-
tems with separate specifications of syntax, semantics, pragmatics, etc.,
the syntactic component alone does not include all the constraints needed
to determine the ultimately correct analysis of a sentence. It usually pro-
vides a set of possible outputs that are then filtered by the constraints of
the more abstract modules, and these outputs are typically enumerated
as a (possibly large) set of separate alternative structures. But in the
absence of semantic or pragmatic constraints, many of the residual syn-
tactic ambiguities appear as free or independent disjunctions, and these
can be encoded efficiently using CNF. Thus, our approach to disjunction
has the added advantage of reducing the performance penalty frequently
associated with modular characterizations of linguistic information.



400 / REFERENCES

Acknowledgments
The approach described in this paper emerged from discussion and inter-
action with a number of our colleagues. We are particularly indebted to
John Lamping, who suggested the initial formulation of Lemma 1, and to
Bill Rounds for pointing out the relationship between our conversion algo-
rithm and the NP completeness reduction for CNF. We are also grateful
for many helpful discussions with Dan Bobrow, Johan de Kleer, Jochen
Dorre, Andreas Eisele, Pat Hayes, Mark Johnson, Lauri Karttunen, and
Martin Kay.

References
de Kleer, Johan. 1986. An Assumption-based TMS. Artificial Intelligence

28:127-162.
Eisele, Andreas, and Jochen Dorre. 1988. Unification of Disjunctive Feature

Descriptions. In Proceedings of the Twenty-Sixth Annual Meeting of the
ACL, 286-294. Buffalo, NY. Association for Computational Linguistics.

Freuder, E. C. 1978. Synthesizing Constraint Expressions. In Communications
of the ACM, Vol. 21, 958-966.

Hopcroft, John E., and Jeffrey D. Ullman. 1979. Introduction to Automata
Theory, Languages and Computation. Reading, MA: Addison-Wesley.

Johnson, Mark. 1987. Attribute- Value Logic and the Theory of Grammar. Doc-
toral dissertation, Stanford University. Also published as CSLI Lecture
Notes, No. 16. Stanford University: CSLI/The University of Chicago Press.
1988.

Kaplan, Ronald M., and Joan Bresnan. 1982. Lexical-Functional Grammar: A
Formal System for Grammatical Representation. In The Mental Represen-
tation of Grammatical Relations, ed. Joan Bresnan, 173-281. Cambridge,
MA: The MIT Press. Reprinted in Part I of this volume.

Karttunen, Lauri. 1984. Features and values. In Proceedings of COLING-84,
28-33. Stanford, CA.

Karttunen, Lauri. 1986. D-PATR: A Development Environment for Unification-
Based Grammars. In Proceedings of COLING-86. Bonn. Also published
as CSLI Report 61, Center for the Study of Language and Information,
Stanford University, 1986.

Karttunen, Lauri. 1989. Radical Lexicalism. In Alternative Conceptions of
Phrase Structure, ed. Mark Baltin and Anthony Kroch. Chicago University
Press.

Kasper, Robert T. 1987a. Feature Structures: A Logical Theory with Application
to Language Analysis. Doctoral dissertation, University of Michigan.

Kasper, Robert T. 1987b. A Unification Method for Disjunctive Feature De-
scriptions. In Proceedings of the Twenty-Fifth Annual Meeting of the ACL,
235-242. Stanford, CA. Association for Computational Linguistics.



REFERENCES / 401

Kay, Martin. 1979. Functional Grammar. In Proceedings of the Fifth Annual
Meeting of the Berkeley Linguistic Society, ed. Christine Chiarello, John
Kingston, Eve E. Sweetser, James Collins, Haruko Kawasaki, John Manley-
Buser, Dorothy W. Marschak, Catherine O'Connor, David Shaul, Marta
Tobey, Henry Thompson, and Katherine Turner, 142-158. The University
of California at Berkeley. Berkeley Linguistics Society.

Kay, Martin. 1982. Parsing in Functional Unification Grammar. In Natural
Language Parsing, ed. David R. Dowty, Lauri Karttunen, and A. Zwicky,
251-278. Cambridge, England: Cambridge University Press.

Pollard, Carl, and Ivan A. Sag. 1987. Information-Based Syntax and Semantics,
Volume I. No. 13 CSLI Lecture Notes. Stanford University: CSLI/The
University of Chicago Press.

Uszkoreit, Hans. 1986. Categorial Unification Grammars. In Proceedings of
COLING-86. Bonn.

Zeevat, Henk, Ewan Klein, and Jo Calder. 1987. Unification categorial gram-
mar. In Categorial Grammar, Unification Grammar, and Parsing, ed.
N. Haddock, Ewan Klein, and Glyn Morrill. Edinburgh, Scotland: Uni-
versity of Edinburgh.





15

The Interface between Phrasal and
Functional Constraints
JOHN T. MAXWELL III AND RONALD M. KAPLAN

Abstract. Many modern grammatical formalisms divide the task of lin-
guistic specification into a context-free component of phrasal constraints
and a separate component of attribute-value or functional constraints.
Conventional methods for recognizing the strings of a language also di-
vide into two parts so that they can exploit the different computational
properties of these components. This paper focuses on the interface be-
tween these components as a source of computational complexity distinct
from the complexity internal to each. We first analyze the common hybrid
strategy in which a polynomial context-free parser is modified to inter-
leave functional constraint solving with context-free constituent analysis.
This strategy depends on the property of monotonicity in order to prune
unnecessary computation. We describe a number of other properties that
can be exploited for computational advantage, and we analyze some al-
ternative interface strategies based on them. We present the results of
preliminary experiments that generally support our intuitive analyses. A
surprising outcome is that under certain circumstances an algorithm that
does no pruning in the interface may perform significantly better than
one that does.

1 Introduction
A wide range of modern grammatical formalisms divide the task of lin-
guistic specification either explicitly or implicitly into a context-free com-
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ponent of phrasal constraints and a separate component of attribute-
value or functional constraints. Lexical-Functional Grammar (Kaplan and
Bresnan 1982), for example, is very explicit in assigning both a phrase-
structure tree and an attribute-value functional structure to every sen-
tence of a language. Generalized Phrase Structure Grammar (Gazdar et
al. 1985) assigns a phrase-structure tree whose categories are attribute-
value structures. For Functional Unification Grammar (Kay 1979) and
other unification formalisms that evolved from it (such as HPSG (Pollard
and Sag 1987)), the phrase structure is more implicit, showing up as the
record of the control strategy that recursively re-instantiates the collec-
tion of attribute-value constraints from the grammar. For Definite Clause
Grammars (Pereira and Warren 1980) the phrase-structure is implicit in
the unification of the concealed string-position variables and the recur-
sive re-instantiation of the additional logic variables that carry functional
information.

The computational problem of recognizing whether a given string be-
longs to the language of a grammar also divides into two parts, since it
must be determined that the string satisfies both the phrasal and func-
tional constraints. These two types of constraints have different compu-
tational properties. It is well known that context-free phrase structure
constraints can be solved in time polynomial in the length of the input
sentence, whereas all known algorithms for solving Boolean combinations
of equality or unification constraints in the worst-case run in time expo-
nential in size of the constraint system.

There have been a number of approaches for implementing such hy-
brid constraint systems. In one approach the context-free constraints are
converted to the form of more general functional constraints so that a
general purpose constraint satisfaction method can uniformly solve all
constraints. While this has the advantage of simplicity and elegance, it
usually gains no advantage from the special properties of the context-free
subsystem. The original implementation for DCGs (Pereira and Warren
1980) followed this strategy by translating the grammar into equivalent
Prolog clauses and using the general Prolog interpreter to solve them.

On the other hand, functional constraints of a sufficiently restricted
kind can be translated into context-free phrasal constraints and solved
with special purpose mechanisms. This is true, for example, of all GPSG
feature constraints. In the extreme, a GPSG grammar could be com-
pletely converted to an equivalent context-free one and processed with
only phrasal mechanisms, but the fast polynomial bound may then be
overwhelmed by an enormous grammar-size constant, making this ap-
proach computationally infeasible for any realistic grammar (Barton et
al. 1987).
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More common approaches involve hybrid implementations that at-
tempt to take advantage of the special computational properties of phrasal
constraints while also handling the general expressiveness of arbitrary fea-
ture constraints. Although this sounds good in principle, it turns out to
be hard to accomplish in practice. An obvious first approach, for example,
is to solve the context-free constraints first using familiar polynomial algo-
rithms (Barley 1970, Kaplan 1973, Younger 1967), and then to enumerate
the resulting phrase-structure trees. Their corresponding functional con-
straints are solved by converting to disjunctive normal form (DNF) and
using also well-known general purpose constraint algorithms (Nelson and
Oppen 1980, Knight 1989).

This configuration involves a simple composition of well-understood
techniques but has proven to be a computational disaster. The phrasal
mechanisms compute in polynomial time a compact representation of all
possible trees, each of which presents a potentially exponential problem
for the constraint solver to solve. If the phrasal component is not properly
restricted, there can be an infinite number of such trees and the whole
system is undecidable (Kaplan and Bresnan 1982). But even with an
appropriate restriction on valid phrase structures, such as LFG's prohi-
bition against nonbranching dominance chains, the number of such trees
can be exponential in the length of the sentence. Thus, even though a
context-free parser can very quickly determine that those trees exist, if
the grammar is exponentially ambiguous then the net effect is to produce
an exponential number of potentially exponential functional constraint
problems.

This is an important observation. There have been several successful
efforts in recent years to develop solution algorithms for Boolean combi-
nations of functional constraints that are polynomial for certain special,
perhaps typical, cases (Kasper 1987, Maxwell and Kaplan 1989, Dorre
and Eisele 1990, Nakano 1991). But even if the functional constraints
could always be solved in polynomial time (for instance, if there were
no disjunctions), the simple composition of phrasal constraints and func-
tional constraints would still in the worst case be exponential in sentence
length. This exponential does not come from either of the components
independently; rather, it lies in the interface between them.

Of course, simple composition is not the only strategy for solving hy-
brid constraint systems. A typical approach involves interleaving phrasal
and functional processing. The functional constraints associated with
each constituent are incrementally solved as the constituent is being con-
structed, and the constituent is discarded if those constraints prove to be
unsatisfiable. Although this interface strategy avoids the blatant excesses
of simple composition, we show below that in the worst case it is also expo-
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nential in sentence length. However, it is too early to conclude that there
is no sub-exponential interface strategy, since the computational prop-
erties of this interface have not yet been extensively investigated. This
paper maps out a space of interface possibilities, describes alternative
strategies that can provide exponential improvements in certain common
situations, and suggests a number of areas for further exploration.

2 Interleaved Pruning
We begin by examining in more detail the common hybrid strategy in
which a polynomial context-free parser is modified to interleave functional
constraint solving with context-free constituent analysis. All known poly-
nomial parsers make essentially equivalent use of a well-formed substring
table (Shell 1976), so we can illustrate the computational properties of
interleaved strategies in general by focusing on the familiar operations of
active-chart parsing (Kaplan 1973, Kay 1986 (1980), Thompson 1983).
There are, of course, other popular parsers, such as the generalized LR(k)
parser (Tomita 1986); however in the worst-case these are known not
to be polynomial (Johnson 1989) unless a chart-like mechanism is added
(Schabes 1991), and so they raise no new interface issues. Here and in the
remainder of this paper we assume the restriction against nonbranching
dominance chains to guarantee termination of the parsing computation.

2.1 The Active Chart Parser
Recall that the chart in an active-chart parser contains edges that record
how various portions of the input string match the categorial sequences
specified by different rules. An inactive edge spans a substring that satis-
fies all the categorial requirements of a rule and thus represents the fact
that a constituent has been completely identified. An active edge spans
a substring that matches only part of a rule and represents a constituent
whose daughters have only been partially identified. An active edge may
span an empty substring at a particular string position and indicate that
no rule categories have yet been matched; such an edge represents the un-
confirmed hypothesis that a constituent of the rule's type starts at that
string position.

The chart is initialized by adding inactive edges corresponding to the
lexical items and at least one empty active edge before the first word. The
active edge represents the hypothesis that an instance of the root category
starts at the beginning of the input string. The computation proceeds
according to the following fundamental rules: First, whenever an active
edge is added to the chart, then a new edge is created for each of the
inactive edges to its right whose category can be used to extend the rule-
match one step further. The new edge records the extended match and
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spans the combined substrings of the active and inactive edges. Also, for
each category that can extend the active edge, a new empty edge is created
to hypothesize the existence of a constituent of that type beginning to the
right of the active edge. Second, whenever an inactive edge is added to the
chart, a new edge is similarly created for each active edge to its left whose
rule-match can be extended by the category of the inactive edge. Newly
created edges are added to the chart and spawn further computations
only if they are not equivalent to edges that were added in previous steps.
Thus, in Figure 1, only one new edge n is created for the four different
ways of combining the active edges a^ with the inactive edges iv.

FIGURE 1 Context-Free Edge Creation

The polynomial behavior of this algorithm for a context-free grammar
depends crucially on the fact that equivalent edges are proscribed and
that the number of distinct edges is polynomial in sentence length. In
the context-free case, two edges are equivalent if they span the same
substring and impose exactly the same requirements for further matching
of the same rule. The polynomial bound on the number of distinct edges
comes from the fact that equivalence does not depend on the internal
substructure of previously matched daughter constituents (Sheil 1976).
The chart data structures are carefully organized to make equivalent edges
easy to detect.

Conceptually, the chart is only used for determining whether or not
a string belongs to the language of a context-free grammar, and by itself
does not give any trees for that string. A parse-forest variation of the chart
can be created by annotating each edge with all of the combinations of
active and inactive edges that it could come from (these annotations are
ignored for the purpose of equivalence). This representation can be used
to read out quickly each of the trees that are allowed by the grammar.
Note that a parse-forest representation still only requires space polynomial
in sentence length since there are only a polynomial number of ways for
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each of the edges to be constructed out of edges with the same termination
points.

2.2 Augmenting the Active Chart Parser with
Functional Constraints

The main benefit of the chart algorithm is that subtrees are not recom-
puted when they are incorporated as daughters in alternative trees. It is
possible to retain this benefit while also allowing functional constraints
to be processed as constituents are being analyzed. Edges are augmented
so that they also record the functional constraints associated with a con-
stituent. The constraints associated with lexical items are stored in the
initial inactive edges that correspond to them. Whenever a new edge
is created from an active and an inactive, its constraints are formed by
conjoining together the constraints of those edges with the constraints
specified on the rule-category that matches the inactive edge. Having
collected the constraints for each edge in this way, we know that the in-
put string is grammatical if it is spanned by a root-category edge whose
constraints are satisfiable. Note that for this to be the case, the notion of
equivalence must also be augmented to take account of the constraints:
two edges are equivalent now if, in addition to satisfying the conditions
specified above, they have the same constraints (or perhaps only logically
equivalent ones).

FIGURE 2 Augmented Edge Creation

These augmentations impose a potentially serious computational bur-
den, as illustrated in Figure 2. Here, </>x and r/'j/ represent the constraints
associated with ax and iy, respectively. Although we are still carrying
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out the steps of the polynomial context-free algorithm, the behavior is
no longer polynomial. The constraints of an edge include those from the
particular rule-categories that match against its daughter edges, with dif-
ferent daughter matches resulting hi different constraints. The net effect
is that there can be a different set of constraints for every way in which a
particular category can be realized over a given substring. If the phrase-
structure grammar is exponentially ambiguous, there will be exponentially
many ways of building at least one constituent, and there will be expo-
nentially many edges in the chart (distinguished by their constraints).
Thus we retain the time benefit of avoiding subtree recomputation but
the algorithm becomes exponential in the worst-case.

2.3 The Advantage of Pruning
This strategy has proved to be very appealing, however, because it does
offer computational advantages over the simple composition approach.
Under this regime every edge, not just the spanning roots, has its own
constraints, and we can therefore determine the satisfiability of every edge
as it is being constructed. If the constraint system is monotonic and the
constraints for a particular edge are determined to be unsatisfiable, then
that edge is discarded. The effect of this is to prune from the search space
all edges that might otherwise have been constructed from unsatisfiable
ones. This is illustrated in Figure 3, where S[<j>] denotes the solution of
<£, and X indicates that a solution is unsatisfiable. Since 4>i is unsatisfi-
able, n\ and ri2 never get built. Pruning HI and n^ does not eliminate
any valid solutions, since we know that their constraints would also have
been unsatisfiable. Thus, by incrementally gathering and solving func-
tional constraints, we can potentially eliminate from later consideration
a number of trees exponential in sentence length. In some cases it may
only take a polynomial amount of work to determine all solutions even
though the phrasal constraints are exponentially ambiguous.

FIGURE 3 The Advantage of Pruning
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A familiar variation on the pruning strategy is to use the solutions
associated with daughter constituents when computing a solution for a
mother's constraints. This can have a significant effect, since it avoids
recomputing the solutions to the daughters' constraints in the process of
solving those of the mother. However, there is a technical issue that needs
to be addressed. Since a daughter edge may be used by more than one
mother, its solution cannot be changed destructively without the risk of
introducing cross-talk between independent mothers. One way to avoid
this is to copy the daughter solutions before merging them together, but
this can be expensive. In recent years, there has been a great deal of
attention devoted to this problem, and a number of different techniques
have been advanced to reduce the amount of copying (Karttunen 1986,
Wroblewski 1987, Godden 1990, Tomabechi 1991).

2.4 Still Exponential
Although pruning can eliminate an exponential number of trees, this
strategy is still exponential in sentence length in the worst case when
the grammar is exponentially ambiguous with few constituents that are
actually pruned. There are two cases where few constituents are actually
pruned. One is true ambiguity, such as occurs with unrestricted preposi-
tional phrase attachment. The grammar for PPs in English is well-known
to be exponentially ambiguous (Church and Patil 1982). If there are no
functional or semantic restrictions on how the PPs attach, then none of the
possibilities will be pruned and the interleaved pruning strategy, just like
simple composition, will produce an exponential number of constituents
spanning a string of prepositional phrases.

The other case where few constituents are actually pruned is when
most candidate solutions are eliminated high in the tree, for example,
because they are incomplete rather than inconsistent. In LFG (Kaplan
and Bresnan 1982) functional constraints are incomplete when a predi-
cate requires grammatical functions that are not realized in the string.
(The requirement that predicate argument frames be completely filled is
encoded in different but equivalent ways in other formalisms.) This can
occur when, say, a verb requires a SUBJ and an OBJ, but the tree only
provides a SUBJ. Since edges constructed from an incomplete edge may
themselves be complete, incomplete edges cannot be discarded from the
chart.

In sum, although the interleaved bottom-up strategy does permit some
edges to be discarded and prunes the exponentially many trees that might
be built on top of them, it does not in general eliminate the exponential ex-
plosion at the phrasal-functional interface. In fact, some researchers have
observed that an augmented chart, even with interleaved pruning, may
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actually be worse than general constraint satisfaction algorithms because
of the exponential space required to cache intermediate results [Varile,
Damas, and van Noord, personal communications].

3 Exploitable Properties
Monotonicity is one of several constraint system properties that can be
exploited to produce different interface strategies. Other properties in-
clude independence, conciseness, order invariance and constraint system
overlap. In the remainder of this section we discuss these properties and
outline some techniques for exploiting them. In the following sections
we give examples of interface algorithms that incorporate some of these
techniques. Finally, we compare the performance of these algorithms on
a sample grammar and some sample sentences.

3.1 Monotonicity
A system of constraints is monotonic if no deduction is ever retracted
when new constraints are conjoined. This means that if t/> is unsatisfiable,
then il>/\<j>is also unsatisfiable for arbitrary </>, so that <j> can be completely
ignored. This property is exploited, for instance, in unification algorithms
which terminate as soon as an inconsistency is detected. In order for this
to be a useful heuristic, it must be easy to determine that tj) is unsatisfiable
and hard to solve ij) A $. In the interleaved pruning strategy, determining
that a constituent's constraints are unsatisfiable can be expensive, but
this cost is often offset by the exponential number of edges that may be
eliminated when a constituent is discarded. In general, the usefulness of
the interleaved pruning strategy is determined by the fraction of edges
that are pruned.

3.2 Independence
Two systems of constraints are independent if no new constraints can be
deduced when the systems are conjoined. In particular, two disjunctions
Vj <t>i and Vj *l>j are independent if there are no z, j and atomic formula x
such that 4>i /\i/}j -¥ x and -i(<fo -» x) and ->(V>j -> x). If two systems of
constraints are independent, then it can be shown that their conjunction
is satisfiable if and only if they are both satisfiable in isolation. This is
because there is no way of deriving false from the conjunction of any sub-
constraints if false was not already implied by one of those subconstraints
by itself. Independence is most advantageous when the systems contain
disjunctions, since there is no need to multiply into disjunctive normal
form in order to determine the satisfiability of the conjunction. This can
save an amount of work exponential in the number of disjunctions, modulo
the cost of determining or producing independence.
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One example of an algorithm that exploits independence is the
context-free chart parser. Since sister constituents are independent of
each other, their satisfiability can be determined separately. This is
what makes a context-free chart parser polynomial instead of exponen-
tial. There are also several disjunctive unification algorithms that exploit
independence, such as constraint unification (Hasida 1986, Nakano 1991),
contexted unification (Maxwell and Kaplan 1989), and unification based
on disjunctive feature logic (Dorre and Eisele 1990).

We say that a system of constraints is in free-choice form if it is a
conjunction of independent disjunctions and all of the disjuncts are sat-
isfiable. This means that we can freely choose one disjunct from each
disjunction and the result of conjoining these disjuncts together is guar-
anteed to be satisfiable. If recursively all of the disjuncts are also in
free-choice form, then we have a nested free-choice form. The parse-forest
representation for the chart discussed earlier is an example of a nested
free-choice form. The advantage of such a form is that an exponential
number of solutions (trees) can be represented in polynomial space. In
general, any system of constraints in free-choice form can produce a num-
ber of solutions exponential in the size of the system. Each solution only
requires a polynomial number of disjunctive choices to produce.

3.3 Conciseness
We say that a constraint system (or solution) is concise if its size is a
polynomial function of the input that it was derived from. Most systems
of constraints that have been converted to DNF are not concise, since
in general converting a system of constraints to DNF produces a system
that is exponential in the size of the original. Free-choice systems may
or may not be concise. However, the constraint systems that tend to
arise in solving grammatical descriptions are often concise when kept in
free-choice form.

It is an important but often overlooked property of parse-forest repre-
sentations of context-free charts that they are concise. All of the solutions
of even an exponentially ambiguous context-free grammar can be repre-
sented in a structure whose size is cubic in the size of the input string
and quadratic in the size of the grammar. So far, there has been little
attention to the problem of developing algorithms for hybrid systems that
exploit this property of the chart.

A constraint system may be made concise by factoring the constraints.
A disjunction can be factored if there is a common part to all of its dis-
junctions. That is, the disjunction (A A <f>i) V (A A <fo) V ...(A A <j>n) can
be reduced to A A (fa V 02 V ...<£„). Another advantage of factoring is
that under certain circumstances it can improve the effectiveness of the
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pruning and partitioning techniques mentioned above. For instance, sup-
pose that two disjunctions are conjoined, one with factor A and the other
with factor B, and that A A B -¥ FALSE. Then if A and B are factored
out and processed before the residual disjunctions, then the disjunctions
don't have to be multiplied out. In a similar manner, if A and B are in-
dependent of the residual disjunctions, and the residual disjunctions are
also independent of each other, then factoring A and B out first would
allow the problem to be partitioned into three independent sub-problems
and again the disjunctions would not have to be multiplied out. Thus
under some circumstances, factoring can save an exponential amount of
work. In Section 5 we discuss an interface algorithm based on factoring.

3.4 Order Invariance
Phrasal constraint systems and functional constraint systems commonly
used for linguistic description have the property that they can be pro-
cessed in any order without changing the final result. Although the order
that the constraints are processed doesn't change the result in any way,
it can have a dramatic impact on how quickly solutions can be found
or non-solutions discarded. Unfortunately, we do not know in advance
which order will find solutions or discard non-solutions in the shortest
amount of time, and so we depend on heuristics that choose an order
that is thought more likely to evaluate solutions quickly. The question
of processing order can be broken down into three parts: the order in
which functional constraints are processed, the order in which phrasal
constraints axe processed, and the order in which functional and phrasal
constraints are processed relative to one another.

There has been a lot of effort directed towards finding the best order
for processing functional constraints. Kasper observed that separating
constraints into disjunctive and non-disjunctive parts and processing the
non-disjunctive constraints first can improve performance when the non-
disjunctive constraints are unsatisfiable (Kasper 1987). It has also been
observed that the order in which features are unified can have an effect,
and that it is better to unify morpho-syntactic features before structural
features. Both of these approaches reorder the constraints so that prun-
ing is more effective, taking advantage of the monotonicity of functional
constraints.

Research in context-free parsing has led to methods that can process
phrasal constraints in any order and still maintain a polynomial time
bound (e.g. Sheil 1976). However, in an interleaved strategy the order
in which phrasal constraints are evaluated can make a substantial perfor-
mance difference. This is because it determines the order in which the
functional constraints are processed. The particular interleaved strategy
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discussed above effectively builds constituents and thus solves functional
constraints in a bottom-up order. An alternative strategy might build
constituents top-down and prune daughters whenever the collection of
top-down functional constraints are unsatisfiable. It is also possible to
process constituents in a head-driven order (Kay 1989) or to utilize an
opportunistic islands-of-certainty heuristic (Stock et al. 1988).

The relative processing order of phrasal and functional constraints is
not as well-studied. There has been relatively uncritical acceptance of the
basic interleaved arrangement. Another possibility might be to process all
of the functional constraints before the phrasal constraints. An example
of this kind of strategy is a semantic-driven algorithm, where subjects
and objects are chosen from the string for their semantic properties, and
then phrasal constraints are checked to determine whether the connection
makes sense syntactically. In Section 4 we describe still another algorithm
in which all of the phrasal constraints are processed before any of the
functional constraints and discuss the advantages of this order.

3.5 Constraint System Overlap
As we mentioned in the introduction, the division between phrasal and
functional constraints is somewhat fluid. All phrasal constraints can be
converted into functional constraints, and some functional constraints can
be converted into phrasal constraints. Turning all of the phrasal con-
straints into functional constraints obscures their special computational
properties. On the other hand, turning all of the functional constraints
into phrasal constraints is impractical even when possible because of the
huge grammar that usually results. So it seems that the ideal is some-
where in between, but where? In Section 7, we observe that moving the
boundary between phrasal and functional constraints can have a striking
computational advantage in some cases.

4 Non-Interleaved Pruning
We now consider a pruning strategy that does not interleave the pro-
cessing of phrasal and functional constraints. Instead, all of the phrasal
constraints are processed first, and then all of the functional constraints
are collected and processed. This takes advantage of the fact that our
constraint systems are order invariant. In the first step, an unmodified
context-free chart parser processes the phrasal constraints and produces
a parse-forest representation of all the legal trees. In the second step, the
parse-forest is traversed in a recursive descent starting from the root span-
ning edge. At each edge in the parse forest the solutions of the daughter
edges are first determined recursively and then combined to produce solu-
tions for the mother edge. For each way that the edge can be constructed,
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the daughter solutions of that way are conjoined and solved. If a daughter
edge has no solutions, then there is no need to extract the solutions of any
remaining sisters. The resulting set of solutions is cached on the mother
in case the mother is also part of another tree. This process is illustrated
in Figure 4. Note that this strategy differs from simple composition in
that the functional component operates on edges in the chart rather than
individually enumerated trees.

FIGURE 4 Non-Interleaved Pruning

The first step of this strategy is polynomial in sentence length since
we can use a context-free algorithm that does not accumulate constraints
for each constituent. The second step may be exponential since it does
accumulate constraints for each edge and the constraints can encode all
possible sub-trees for that edge. However, this method filters the func-
tional computation using the global well-formedness of the phrase struc-
ture constraints. The performance can be significantly better than an
interleaved approach if an exponentially ambiguous sub-tree fits into no
complete parse tree. The disadvantage of this approach is that edges that
might have been eliminated by the functional constraints have to be pro-
cessed by the chart parser. However, this can at most add a polynomial
amount of work, since the chart parser is in the worst case polynomial. Of
course, this approach still incurs the overhead of copying, since it caches
solutions on each edge.

5 Factored Extraction
We now examine an interface algorithm that is very different from both
interleaved and non-interleaved pruning. Instead of focusing on pruning,
this strategy focuses on factoring. We call this strategy a factored extrac-
tion strategy because it extracts a concise set of functional constraints
from a chart and then passes the constraints to a constraint solver. Un-
like the pruning strategies, constraints are not solved on an edge-by-edge
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basis: only the constraints for the spanning root edge are solved. Thus
this is a non-interleaved strategy.

As with the non-interleaved pruning strategy, the first step is to build
a chart based on the context-free grammar alone. This can be done in
polynomial time using the active chart parser, and has the advantage
of filtering constituents that are not part of some spanning tree for the
sentence.

The second step is to extract the system of constraints associated with
the spanning root edge. Consider the parse forest for the sentence Bill
saw the girl with the telescope given in Figure 5. All of the constituents
that are not part of a spanning tree have already been eliminated (for
instance, the S that spans Bill saw the girl). The letters a through v
represent lexical and grammatical constraints. For instance, a stands for
the lexical constraints for Bill as an NP, and u stands for the grammatical
constraint (/s SUBJ) = /j\rp(Bi«), indicating that the NP that dominates
Bill is the subject of S. Structural ambiguity is represented by a bracket
over the ambiguous constituents. In this case, there is only one structural
ambiguity, the one between the VPs that span the string saw the girl with
the telescope. They represent two different ways of attaching the PP; the
first attaches it to saw, and the second attaches it to girl.

Ib |c |d |e If |g

Bill saw the girl with the telescope

FIGURE 5 Parse Forest

We extract the system of constraints for this sentence by starting
from the S at the top and conjoining the result of recursively extract-
ing constraints from its daughters. For constituents that are ambiguous,
we disjoin the result of extracting the constraints of the ambiguous con-
stituents. In addition, we cache the constraints of each node that we



THE INTERFACE BETWEEN PHRASAL AND FUNCTIONAL CONSTRAINTS / 417

encounter, so that even if a node can be incorporated in more than one
parse, we need only extract its constraints once. Note that since we are
not caching solved constraints, there can be no cross-talk between con-
stituents and copying is therefore not required. The result of this process
is a re-entrant structure that is polynomial in the length of the string. If
the re-entrant structure were expanded, it would produce the following:

. s A c A / i A d A i A n A e A J A / A j A g A f c A m A o A i ) ] A v

However, instead of expanding the constraints, we make them smaller by
factoring common elements out of the disjunctions. For instance, the b
constraint is common to both disjuncts, and hence can be factored into
the conjunctive part. Also, since the p and s constraints identically en-
code the relationship between the verb and the VP, they can also be
factored. In general, we factor disjunctions on a node by node basis and
cache the results on each node, to avoid repeating the factoring computa-
tion. Although a straight-forward implementation for factoring two sets of
constraints would be quadratic in the number of edges, a linear factoring
algorithm is possible if the constraints are sorted by string position and
height in the tree (as they are in the example above). Factoring produces
the following system of constraints:

We can make factoring even more effective by doing some simple con-
straint analysis. In LFG, for example, the head of a constituent is usually
annotated with the constraint t=-i- This equality means that the head can
be substituted for the mother without affecting satisfiability. This sub-
stitution tends to increase the number of common constraints, and thus
increases the potential for factoring. In this example, q and t become
the same since the NPs have the same head and n becomes tautologically
true since its only function is to designate the head. This means that the
disjunction can be reduced to just r V o:

Thus the resulting system of constraints is completely conjunctive except
for the question of where the PP attaches. This is the ideal functional
characterization for this sentence. This approach produces an effect simi-
lar to Bear and Hobbs (1988), only without requiring special mechanisms.
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It also avoids the objections that Wittenburg and Barnett (1988) raise to
a canonical representation for PP attachment, such as always attaching
low. The only point at which special linguistic knowledge is utilized is the
last step, where constraint analysis depends on the fact that heads can
be substituted for mothers in LFG. Similar head-dependent analyses may
also be possible for other grammatical theories, but factoring can make
the constraint system substantially smaller even without this refinement.

Factoring is advantageous whenever a node participates in all of the
sub-trees of another node. For example, this occurs frequently in adjunct
attachment, as we have seen. It also occurs when a lexical item has
the same category in all the parses of a sentence, which permits all the
constraints associated with that lexical item to be factored out to the top
level. Another advantage of the extraction algorithm comes from the fact
that it does not solve the constraints on a per-edge basis, so that copying
is not an issue for the phrasal-functional interface (although it still may
be an issue internal to some functional constraint solvers).

The major disadvantage of factored extraction is that no pruning is
done in the interface. This is left for the functional constraint solver,
which may or may not know how to prune constraints based on their
dependencies in the chart. Without pruning, the solver may do an expo-
nential amount of futile work. In the next two sections we describe ways
to get both pruning and factoring in the same algorithm.

6 Factored Pruning
It is relatively easy to add factoring to the non-interleaved pruning strat-
egy. Remember that in that strategy the result of processing an edge
is a disjunction of solutions, one for each alternative sequence of daugh-
ter edges. We can factor these solutions before any of them are used by
higher edges (note that this is easier to do in a non-interleaved strategy
than an interleaved one). That is, if there are any common sub-parts,
then the result will be a conjunction of these sub-parts with a residue
of disjunctions. This is very similar to the factoring in factored extrac-
tion, except that we are no longer able to take advantage of the phrasally
motivated groupings of constraints to rapidly identify large common sub-
parts. Instead we must factor at the level of individual constraints, since
the solving process tends to destroy these groupings.

The advantage of factored pruning over factored extraction is that
we can prune, although at the cost of having to copy solutions. In the
next section we will describe a complementary strategy that has the effect
of adding pruning to factored extraction without losing its non-copying
character.
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7 Selective Feature Movement
So far we have examined how the properties of monotonicity, indepen-
dence, conciseness, and order invariance can be exploited in the phrasal-
functional interface. To conclude our discussion of interface strategies,
we now consider how constraint system overlap can be exploited. As we
have noted, many functional constraints can in principle be converted to
phrasal constraints. Although converting all such functional constraints is
a bad idea, it can be quite advantageous to convert some of them, namely,
those constraints that would enable the context-free parser to prune the
space of constituents.

Consider a grammar with the following two rules (using LFG notation
(Kaplan and Bresnan 1982)):

I

S' \ NP VP
|€ (t ADJUNCT) J (t SUBJ) =4 t=4

. COMPL) = + /

COMP
(t COMPL) = +

3 —* \
(t COMPL) = - '

The first rule says that an S consists of an NP and a VP optionally
preceded by an S'. The functional constraints assert that the functional
structure corresponding to the NP is the SUBJ of the one corresponding
to the S, the VP's f-structure is the head, and the f-structure of the S' is
an adjunct whose COMPL feature is +. According to the second rule,
an S' consists of an S optionally preceded by a COMP (the e stands for
the empty string). If the COMP is present, then the COMPL feature
will be +, otherwise it will be -. These rules allow for sentences such as
Because John kissed Sue, Mary was jealous but exclude sentences such as
*John kissed Sue, Mary was jealous.

The difficulty with these rules is that they license the context-free
parser to postulate an initial S' for a sentence such as Bill drank a few
beers. This S' will eventually be eliminated when its functional constraints
are processed, because of the contradictory constraints on the value of
the COMPL feature. An interleaved strategy would avoid building any
edges on top of this spurious constituent (for example, an S with an initial
adjunct). However, a non-interleaved strategy may build an exponential
number of unnecessary trees on top of this S', especially if such a string
is the prefix of a longer sentence. If we convert the COMPL functional
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requirements into equivalent phrasal ones, the context-free parser will not
postulate an initial S' for sentence like these. This can be done by splitting
the S' rule into distinct categories S'COMPL+ and S'COMPL_ as follows:

S -+ / S'COMPL+ \ NP VP
|e (t ADJUNCT) (t SUBJ) =4. t=4

\ (4, COMPL) = + /

S'COMPL+ —> COMP S
(t COMPL) = + t=4

S'COMPL- y e S
(t COMPL) = - t=4

With these rules the context-free parser would fail to find an S'COMPL+

in the sentence Bill drank a few beers. Thus the S with an initial adjunct
and many otherwise possible trees would never be built. In general, this
approach notices local inconsistencies in the grammar and changes the
categories and rules to avoid encountering them.

Moving features into the constituent space has the effect of increasing
the number of categories and rules in the grammar. In the worst case, the
size of the chart grows linearly with the number of categories, and com-
putation time grows quadratically in the size of the grammar (Younger
1967, Earley 1970). Just considering the cost of phrasal processing, we
have increased the grammar size and therefore have presumably made the
worst case performance worse. However, if features are carefully selected
so as to increase the amount of pruning done by the chart, the net effect
may be that even though the grammar allows more types of constituents,
the chart may end up with fewer instances.

It is interesting to compare this technique to Shieber's restriction
proposal (Shieber 1985). Both approaches select functional features to
be moved forward in processing order in the hope that some processing
will be pruned. Shieber's approach changes the processing order of func-
tional constraints so that some of them are processed top-down instead of
bottom-up. Our approach takes a different tack, actually converting some
of the functional constraints into phrasal constraints. Thus Shieber's does
its pruning using functional mechanisms whereas our approach prunes via
standard phrasal operations.

8 Some Performance Measures
In the foregoing sections we outlined a few specific interface strategies,
each of which incorporates a different combination of techniques for ex-
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ploiting particular constraint system properties. We argued that each
of these techniques can make a substantial performance difference un-
der certain circumstances. In this section we report the results of some
preliminary computational comparisons that we conducted to determine
whether these techniques can make a practical difference in parsing times.
Our results are only suggestive because the comparisons were based on
a single grammar and a small sample of sentences. Nevertheless, the
patterns we observed are interesting in part because they reinforce our
intuitions but also because they lead to a deeper understanding of the
underlying computational issues.

We conducted our comparisons by first fixing a base grammar and
20 test sentences and then varying along three different dimensions. The
LFG grammar was developed by Jeff Goldberg and Annie Zaenen for
independent purposes and came to our attention because of its poor per-
formance using previously implemented algorithms. The test sentences
were derived from a compiler text book and are given in the appendix.
One dimension that we explored was selective feature movement. We
produced a descriptively equivalent variation of the base grammar by
choosing certain functional constraints to move into the phrasal domain.
A second dimension was the choice of strategy. We compared the inter-
leaved pruning, non-interleaved pruning, factored pruning, and factored
extraction strategies discussed above. As a final dimension we compared
two different unification algorithms.

8.1 Grammar Variants
The Goldberg-Zaenen base grammar was designed to have broad cov-
erage over a set of complex syntactic constructions involving predicate-
argument relations. It does not handle noun-noun compounds, and so
these are hyphenated in the test sentences. The grammar was written pri-
marily to capture linguistic generalizations and little attention was paid
to performance issues. We measured performance on the 20 test sentences
using this grammar in its original form. We also measured performance
on a variant of this grammar produced by converting certain functional
requirements into phrasal constraints. We determined which constraints
to move by running the interleaved pruning strategy on the base gram-
mar and identifying which constraints caused constituents to be locally
unsatisfiable. We then modified the grammar and lexicon by hand so
that those constraints were reflected in the categories of the constituents.
Examination of the results prompted us to split five categories:

• VP was split into VPiNF+ and VPiNF-, where (t INF) = + is true
of VPiNF+, and (f INF) ^ + is true
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• V was split into VAUX, VQBL, VTRANS> and VOTHER, where VAUX
is an auxiliary verb, VOBL is a verb with an oblique argument,
VTRANS is a transitive verb, and VOTHER is anything else.

• N was split into NQBL+ and NQBL- , where NQBL+ takes an oblique
argument and NQBL- does not.

• COMP was split into COMPcoMPL+ and COMPcoMPL-, where
COMPCoMPL+ has (t COMPL) = + and COMPcoMPL- has
(t COMPL) = -.

• PP was split into PPpRED and PPpcASE, where PPpRED has a
predicate and PPpcASE has a PCASE (is used as an oblique argu-
ment).

All of these splits were into mutually exclusive classes. For instance, in
the PP case every use of a preposition in the grammar had either a PCASE
or a predicate but not both.

8.2 Strategy Variants
Table 1 summarizes the combination of techniques used in the strategies
we have mentioned in this paper. The simple composition strategy is the
naive first implementation discussed in the introduction; it is included in
the table only as a point of reference. Factored extraction is the only
other interface strategy that does not do per-edge solving and caching,
and therefore does not require a special copying algorithm. Obviously,
the listed strategies do not instantiate all possible combinations of the
techniques we have outlined. In all the strategies we use an active chart
parser for the phrasal component.

TABLE 1 Strategies and Techniques

Strategy

Simple composition
Interleaved pruning
Non-interleaved pruning
Factored pruning
Factored extraction

Interleave

yes

Solve
Per Edge

yes
yes
yes

Prune

yes
yes
yes

Factor

yes
yes

8.3 Unifier Variants
Unification is a standard technique for determining the satisfiability of
and building attribute-value models for systems of functional constraints
with equality. In recent years there has been a considerable amount of re-
search devoted to the development of unification algorithms that perform
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well when confronted with disjunctive constraint systems (Hasida 1986,
Maxwell and Kaplan 1989, Dorre and Eisele 1990, Nakano 1991). Some of
these unifiers take advantage of the same properties of constraint systems
that we have discussed in this paper. For example, Rasper's algorithm
takes advantage of monotonicity and order invariance to achieve improved
performance when pruning is possible. It works by first determining the
satisfiability of the conjunctive constraints, and then checking disjuncts
one at a time to find those that are inconsistent with the conjunctive part.
Finally, the disjuncts that remain are multiplied into DNF. Our contexted
unification algorithm (Maxwell and Kaplan 1989) also allows for pruning
but in addition takes advantage of independence to achieve its perfor-
mance. It works by objectifying the disjunctions so that the constraints
can be put into conjunctive normal form (CNF). This algorithm has the
advantage that if disjunctions are independent, they do not have to be
multiplied out. These unifiers depend on different properties, so we have
included both variants in our comparisons to see whether there are any
interactions with the different interface strategies. In the discussion be-
low, we call the unifier that we implemented based on Kasper's technique
the "benchmark" unifier.

8.4 Results and Discussion
We implemented each of the four strategies and two unifiers in our com-
putational environment, except that, because of resource limitations, we
did not implement factored pruning for the benchmark unifier. We then
parsed the 20 test sentences using the two grammars for each of these
configurations. We measured the compute time for each parse and aver-
aged these across all the sentences. The results are shown in Table 2. To
make comparisons easier, the mean times in this table have been arbitrar-
ily scaled so that the mean for the interleaved pruning strategy with the
benchmark unifier is 100.

TABLE 2 Mean Scaled Computation Time

Grammar

Base

Modified

Strategy
Interleaved pruning
Non-interleaved pruning
Factored pruning
Factored extraction
Interleaved pruning
Non-interleaved pruning
Factored pruning
Factored extraction

Benchmark
100
71

>1000
38
29

21

Contexted
42
25
23

>1000
26
19
13
7
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The most striking aspect of this table is that it contains a wide range
of values. We can conclude even from this limited experiment that the
properties and techniques we have discussed do in fact have practical
significance. The strategy in the fourth line ran much longer than we
were willing to measure, while every other combination behaved in a quite
reasonable way. Since the fourth line is the only combination that does
neither functional nor phrasal pruning, this demonstrates how important
pruning is.

Looking at the grammar variants, we see that in all cases performance
is substantially better for the modified grammar than for the base gram-
mar. This is in agreement with Nagata's (1992) finding that a medium
grain phrase-structure grammar performs better than either a coarse-
grain or fine-grain grammar. The modified grammar increases the amount
of pruning that is done by the chart because we carefully selected fea-
tures for this effect. The fact that this improves performance for even
the pruning strategies is perhaps surprising, since the same number of
inconsistencies are being encountered. However, with the modified gram-
mar the inconsistencies are being encountered earlier, and hence prune
more. This effect is strongest for the factored extraction algorithm since
inconsistencies are never detected by the interface; they are left for the
unifier to discover.

Turning to the interface strategies, we see that non-interleaved prun-
ing is always better than interleaved pruning. This is also as expected,
because the non-interleaved strategy has the benefit of global phrasal
pruning as well as incremental functional pruning. Nagata (1992) reports
similar results with early and late unification. Non-interleaved pruning is
not as efficient as factored pruning, however. This shows that factoring is
an important technique once the benefits of pruning have been obtained.
The factored extraction strategy exhibits the most interesting pattern of
results, since it shows both the worst and best performance in the ta-
ble. It gives the worst performance with the base grammar, as discussed
above. It gives the overall best performance for the modified grammar
with the contexted unifier. This takes advantage of the best arrangement
for pruning (in the chart), and its contexted unifier can best operate on
its factored constraints. The next best performance is the combination
of factored pruning with the modified grammar and the contexted uni-
fier. Although both strategies take advantage of factoring and pruning,
factored pruning does worse because it must pay the cost of copying the
solutions that it caches at each edge.

Finally, the type of unifier also made a noticeable difference. The
contexted unifier is always faster than the benchmark one when they can
be compared. This is to be expected because, as mentioned above, the
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contexted unifier both prunes and takes advantage of independence. The
benchmark unifier only prunes.

Average computing time is one way of evaluating the effects of these
different combinations, since it gives a rough performance estimate across
a variety of different sentences. However, the degree of variability be-
tween sentences is also important for many practical purposes. A strat-
egy with good average performance may be unacceptable if it takes an
unpredictably large amount of time on some sentences. Table 3, which
shows the computing time of the worst sentence in each cell, gives a sense
of the inter-sentence variability. These values use the same scale as Table
2.

TABLE 3 Maximum Scaled Computation Time

Grammar

Base

Modified

Strategy
Interleaved pruning
Non-interleaved pruning
Factored pruning
Factored extraction
Interleaved pruning
Non-interleaved pruning
Factored pruning
Factored extraction

Benchmark
691
421

>20000
112
101

126

Contexted
314
182
135

>20000
104
74
43
15

This table supports roughly the same conclusions as Table 2. There is
a wide range of values, the modified grammar is better than the base, and
the contexted unifier is faster than the benchmark one. In many cells, the
maximum values are substantially larger than the corresponding means,
thus indicating how sensitive these algorithms can be to variations among
sentences. There is an encouraging result, however. Just as the lowest
mean value appears for factored extraction with the modified grammar
and contexted unifier, so does the lowest maximum. Moreover, that cell
has the lowest ratio of maximum to mean, almost 2. Thus, not only is this
particular combination the fastest, it is also much less sensitive to vari-
ations between sentences. However, factored extraction is very sensitive
to the amount of pruning done by the phrasal constraints, and thus may
not be the best strategy when it is impractical to perform appropriate
grammar modifications. In this situation, factored pruning may be the
best choice because it is almost as fast as factored extraction but much
less sensitive to grammar variations.
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9 Concluding Remarks
As we discussed in the introduction, the interleaved pruning strategy is
substantially better than simple composition and so it is no surprise that
it is a widely used and little questioned interface strategy. However, it is
only one point in a complex and multi-dimensional space of possibilities,
and not necessarily the optimal point at that. We outlined a number
of alternative strategies, and presented preliminary measurements to sug-
gest that factored extraction may give better overall results, although it is
very sensitive to details of the grammar. Factored pruning also gives good
results and is less sensitive to the grammar. The good results of these
two strategies show how important it is to take advantage of both mono-
tonicity and independence and of the polynomial nature of the phrasal
constraints.

The investigations summarized in this paper suggest several directions
for future research. One direction would aim at developing a grammar
compiler that automatically selects and moves the best set of features. A
compiler could hide this transformation from the grammar developer or
end user, so that it would be considered merely a performance optimiza-
tion and not a change of linguistic analysis. Another research direction
might focus on a way of adding functional pruning to the factored ex-
traction algorithm so that it would be less sensitive to variations in the
grammar.

At a more general level, our explorations have illustrated the richness
of the space of phrasal-functional interface possibilities, and the potential
value of examining these issues in much greater detail. Of course, further
experimental work using other grammars and larger corpora are necessary
to confirm the preliminary results we have obtained. We also need more
formal analyses of the computation complexity of interface strategies to
support the intuitive characterizations that we have presented in this
paper. We believe that the context-free nature of phrasal constraints
has not yet been fully exploited in the construction of hybrid constraint
processing systems and that further research in this area can still lead to
significant performance improvements.

Appendix: Test Sentences
1. These normally include syntactic analyses.
2. The phases are largely independent of the target-machine.
3. Those phases depend primarily on the source-language.
4. Code-optimization is done by the front-end as well.
5. However there has been success in this direction.
6. Often the phases are collected into a front-end.
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7. Generally these portions do not depend on the source-language.
8. The front-end consists of those phases that depend primarily on

the source-language.
9. If the back-end is designed carefully it may not be necessary to

redesign the back-end.
10. It produces a compiler for the same source-language on a different

machine.
11. It has become fairly routine to take the front-end of a compiler.
12. It is not even necessary to redesign much of the back-end.
13. The front-end consists of those phases that depend primarily on

the source-language.
14. It is also tempting to compile several different languages into the

same intermediate language.
15. The back-end also includes those portions of the compiler that

depend on the target-machine.
16. This matter is discussed in Chapter-9.
17. The front-end also includes the error-handling that goes along with

these phases.
18. It is tempting to use a common back-end for the different front-

ends.
19. Because of subtle differences in the viewpoints of the different lan-

guages there has been only limited success in that direction.
20. It has become routine to redo its associated back-end to produce

a compiler for the same source-language on a different machine.
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207, 223, 360, 366
constituent, 24, 200-201
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Decidability theorem, 117
Deep-structure, 341
Defaults, 365-366, 377
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331, 404
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3
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by analysis, see Structural de-
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through inversion, see Structural
description, trough inversion
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governable, 65
governed, 65
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36
Discourse functions, see also FOCUS
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Discourse structure, 23, 363
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Disjunctive normal form, see Nor-
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Disjunctive residue, see also Con-
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Nogood, 383, 391-392

Disjunctive value, see Value, dis-
junctive

DNF, see Disjunctive normal form
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159-160
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222-223, 225, 227-229, 231n,
233-237
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212, 216-217, 332
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see Direct syntactic encoding
principle

English, 31-45, 51-55, 58-113, 121,
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172,179, 201, 213, 218, 235n,
241, 245, 247-248, 248n, 252-
257, 263-264, 269, 303, 322-
328, 359, 366, 372-373, 385,
410

Equality predicate, 121, 377
Equations, see also Control equa-

tions
constraining, 61-63, 372-373, 377-

378
denning, 61-S3, 378
functional, free, 184

Equi, 73-75, 80-81, 152
Eskimo, 359
Existential constraint, see Constraint,

existential
Existential quantification, see Quan-

tification, existential
Expletives, see also FORM feature,

66
Extended projections, 262n
Extraposition, 158-159, 231-232

F-command, see Functional com-
mand

F-description, see Functional descrip-
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F-description solution operators, see
also Place-holder; Substitute

Include, 70, 114n, 123, 126
definition of, 126

Locate, 47-48, 55, 114n, 123-
124, 125n

Merge, 13, 47-49, 55, 114n, 123-
125, 125n, 353

F-precedence, see Functional prece-
dence

F-structure, see Functional struc-
ture

F-structure solution algorithm, see
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Functional structure (f-structure),
derivation of

Factored extraction, see also Prun-
ing, 415-418, 421-425

Feature
movement, selective, see also Con-

straint, system, overlap, 419-
421

percolation, 52
Features, see Grammatical feature
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Filter, 57
Finite state

deterministic acceptor, 181, 185
machine, 180

Finnish, xiv, 150, 195
FOCUS function, 94n, 106
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66
Free, see also Satisfiability, 186,187,

190-194
French, xiv, 98, 103, 319-328
FUG, see Functional Unification Gram-

mar
Functional coherence, see Coherence

condition
Functional command (f-command),

170, 174, 260
Functional completeness, see Com-

pleteness condition
Functional consistency, see Consis-

tency condition
Functional description (f-description),

12-13, 36-57, 180, 281, 285,
314, 353-354

canonical, 183, 187
derivation of, see also Instantia-

tion procedure, 39-45
free, 184, 187
minimal solution, see also Model,

minimal, 56-57,149, 354, 377
satisfiability, see Satisfiability, f-

description

Functional locality principle, 84n,
346-347

Functional precedence (f-precedence),
x, 21-22, 211-213, 215, 226-
228, 230, 249-252, 261, 357

definition of, 213, 226, 357
relative to a category, 235-236
vs. c-precedence, 250

Functional structure (f-structure),
see also Levels of representa-
tion, 2, 8, 10-12, 31-36, 131,
138, 202, 211-213, 242, 245,
281, 313-314, 351-352, 383,
404

acyclic, see also Model, acyclic,
180

cyclic, see also Model, cyclic, 180
definition of, 11, 32-33, 37
derivation of, see also Instantia-

tion procedure, 39-57
domain of, 37
range of, 37

Functional uncertainty, 13, 15, 22-
23, 132-134, 138, 147-150,
168-169, 178-179, 194-195,
207-208, 212, 215, 224-226,
230, 233, 288-290, 321, 360

definition of, 147, 168, 179, 208
inside-out, see also PathOut, 133-

134, 169, 269n, 290
non-constructive, 227
outside-in, see also Pathln, 169,

174, 288
processing, 192-193

Functional Unification Grammar, 2,
14, 279, 293, 381, 404

Functional uniqueness, see Unique-
ness condition

Functional well-formedness condi-
tions, see also Coherence con-
dition; Completeness condi-
tion; Consistency condition;
Uniqueness condition, 57-70,
96, 152-153
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Functions, see also Grammatical func-
tions

composition, 121
mathematical vs. grammatical,

37
notation, 37

Gap, see also Empty category; Trace,
134, 213, 263-264

Garden paths, 146
General rewriting system, see also

Turing machine, 113
Generalization, 205
Generalized Phrase-Structure Gram-

mar, 20, 145n, 199, 294, 404
Generation problem

decidability, 336
Generative capacity, see Generative

power
Generative power, see also Chom-

sky hierarchy, 20, 113-122
German, 195, 215, 232n, 234, 261n,

319-321, 392, 395
Zurich, 229-230, 231n, 237

Germanic, 150, 212, 215
West, 216, 237

Gerunds, 218, 245, 247, 356
GF, see Grammatical function, gov-

ernable
Government, 144, 145n
Government-Binding theory, see also

D-structure; Logical Form; Pro-
jection Principle; Reconstruc-
tion; S-structure, 171, 312

GPSG, see Generalized Phrase-Structure
Grammar

Grammatical control, see Control,
functional

Grammatical features, see Case, fea-
ture; Feature percolation; Fea-
ture, movement, selective; FORM
feature; PCASE feature; PRED
feature; Wh-feature

Grammatical functions, see also Gram-
matical relations; Object; Sub-
ject

governable, 64, 193
hierarchy, 247
underspecified, 19

Grammatical relations, see also Gram-
matical functions; Passive, ef-
fect of on grammatical rela-
tions; Transformational gram-
mars, grammatical relations
in

deep, 35
surface, 35

Grammaticality conditions, see Func-
tional well-formedness condi-
tions

Head, 97, 221-222, 243
Head-Driven Phrase-Structure Gram-

mar, 242n, 279, 293, 381, 404
Hebrew, 258
Hindi, 213, 241, 260-263, 269
HPSG, see Head-Driven Phrase-Structure

Grammar
Hungarian, 241, 261n, 266n

I-within-i condition, 171
Icelandic, xiv, 23, 98,103,113,138-

145, 153, 179, 232n
ID rule, 20
ID/LP format, see also Immediate

dominance; Linear precedence,
20-21, 211

Idiom chunks, see also FORM fea-
ture, 66-67

Immediate dominance, see Domi-
nance, immediate

Imperatives, see also Transforma-
tional grammars, imperatives
in, 71-72

Include, see F-description solution
operators, Include

Incorporation, 157
Indeterminacy, 57, 205
Index, 77

semantic form, 78-79
unification, see Unification, as in-

dexing
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Infinitivals, 222-223, 227-229
Instantiation procedure, see also Func-

tional description, derivation
of; Functional structure, deriva-
tion of; Proper instantiation,
18, 39-45, 85-91

attachment, 41
substitution, 41-44
variable introduction, 41

Irish, 81, 258
Island constraints, see also Across-

the-board constraint; Com-
plex NP constraint; Coordi-
nate structure constraint; Con-
ditions; Constraints; Left branch
condition, 22, 153, 179, 257

Japanese, xiv, 159-162, 195, 212,
241

K-consistency, 396-397
Kleene closure operator

*, 18, 20, 52, 54, 148, 179, 360
+, 224-225

Korean, xiv, 261n

Left branch condition, 103
Leftness effect, see also Constituent

precedence; Functional prece-
dence; Linear order condition,
254

Levels of representation, see also
Anaphoric structure; Argu-
ment structure; Constituent
structure; Discourse structure;
Functional structure; Seman-
tic structure; Temporal struc-
ture, 9-11, 71-82, 202, 280,
313, 351-352

Lexical entry, 30, 40-41
Lexical form, 33n
Lexical insertion, 41n
Lexical integrity, xiii
Lexical redundancy rule, see also

Lexical rule, 3, 35-36
Lexical rule, see also Causative; Da-

tive; Extraposition; Passive;
Raising

vs. syntactic rule, 36
Lexical signature, 96-97, 97n, 104,

116
Lexical-functional grammar, 357-359

definition of, 30
LF, see Logical Form
LFG, see Lexical-functional gram-

mar
LFG Grammar Writer's Workbench,

195
Linear logic, xiii, 277
Linear order condition, see also Func-

tional precedence; Operator
binding; Weak crossover, 242,
248-252, 261

and noncoreference, 251
and operator binding, 252, 267

Linear precedence, see Constituent-
structure precedence; Func-
tional precedence; Leftness ef-
fect; Linear order condition;
Precedence; Word order

Linking schema, 102-104
Linking theory, see Mapping theory
Lists, 375
Locate, see F-description solution

operators, Locate
Locative inversion, xii
Logical Form, 261
Long-distance dependency, see also

Binding, syntactic; Conditions;
Constituent control domain;
Constraints; Metavariable, bounded
domination, x, 15, 22-23, 82-
113, 131-134, 138-145, 150-
154, 156, 174, 177-179, 321,
360-361

adjuncts vs. arguments, 139,142,
145

LUNAR system, 288, 342, 344

Machine translation, 311-313, 317-
328, 363

Eurotra project, 328
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interlingua-based, 312, 324
transfer-based, 312

Malay, xiv
Malayalam, xiv, 213, 248, 254, 258-

263, 266n, 269
Mapping, see also Codescription; Cor-

respondence functions; Struc-
tural correspondence, 349-350

Mapping theory, xi-xiii
Marathi, xiv, 172
Membership

operator (€), 19, 68
problem, see also Verification prob-

lem, 114, 148, 180
Merge, see F-description solution

operators, Merge
Metaform, see also Semantic form,

77
Metavariable, 39-45

bounded domination (long-distance),
see also Binding, syntactic;
Constituent controllee; Con-
stituent controller; Long-distance
dependency, 39, 85, 131, 360

category requirements, 91-92,142-
143, 154

immediate domination, see also
Down-arrow notation; Up-arrow
notation, 39, 44n, 85, 315

ordering, 110
Metavariable category subscript no-

tation, 92
MG, see Montague grammar
Middle field, 233-238
Minimality condition, see also Func-

tional description, minimal so-
lution, 14, 56, 149, 354, 377

Modal logic, 336
Model, see also Functional struc-

ture, 2, 392-393
acyclic, see also Functional struc-

ture, acyclic, 189
cyclic, see also Functional struc-

ture, cyclic, 184, 189
minimal, see also Functional de-

scription, minimal solution;
Minimality condition; Subsump-
tion, 184, 189, 191, 377-378,
393

Modern Irish, xiv
Mohawk, 121
Montague grammar, 280, 293, 295-

302
semantic interpretation in, 296-

298
Movement rules, 32

Natural language parsing, see Nat-
ural language processing

Natural language processing, 4, 347-
349, 382

Negation, 133
in feature logics, 373n

Nested dependencies, see also Cross-
ing, 96, 110-113

nearly, 111
strictly, 111

Nogood, see also Disjunctive residue,
390-392

Non-local dependency, see Long-distance
dependency

Nonbranching dominance constraint,
116, 190, 222, 224, 230, 332,
333, 405, 406

Noncoreference, see also Disjoint ref-
erence, 168, 247, 260

Normal form
conjunctive, 385, 399
disjunctive, 335, 382, 396, 399,

405
Norwegian, xiv, 85, 169-170, 173
Null object, see Empty category;

Pronoun, null

Object
double, 254
instantiation of, 40
oblique, 51, 54-55, 69-70, 156n,

319-320
and adjuncts, 74
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Obliqueness command (o-command),
246n

Off-line parsability, see Non-branching
dominance constraint

Old English, xiv
Operator, 252

complex, 266-267
variable-binding, 258, 266, 267

Operator binding, 252-262
Optionality e, 116

Palauan, 213, 254, 256-258, 264,
269

Parallelism, 254
Parenthesis notation

c-structure rule (x), 51n
function application ((x y) z), 38-

39, 51n
Passive, 75-76, 345

and tag questions, 343-344
effect of, on grammatical rela-

tions, 304
impersonal, 231-232
rule in English, 76, 287
universal rule of, 75

Pathln, see also Antecedent; Func-
tional uncertainty, outside-in;
Uncertainty path, 169, 170

PathOut, see also Anaphoric bind-
ing domain; Functional un-
certainty, inside-out; Uncer-
tainty path, 169, 171

PATR, 279, 293, 302, 360, 373, 381
PCASE feature, 52-55
Percolation, see Feature percolation
Performance, 4

model, 1, 122
processing, x-xi, 3,191-195, 334-

335
Phrase structure, see also Constituent

structure; X'-theory, 30
Pied Piping, 266
Place-holder, see also F-description

solution operators, 48-49, 53-
54, 124-125

Possessor, 93

Post's Correspondence Problem, 333
Powerful Parser, 331
Precedence, see also Constituent-

structure precedence; Func-
tional precedence; Linear or-
der condition; Word order,
20-21, 141, 211, 219-220

PRED feature, 33
Predicates, see PRED feature
Preposition

case-marking, 51
Prepositional phrases, 255, 410

adjunct vs. argument, 139-142,
144-145

attachment, 416-417
Primitives, 138, 162
Principle of lexical expression, 245-

246, 264, 265, 269
Priority union, 365-366
PRO, 248n
Projection principle, 265
Projections, see Codescription; Cor-

respondence functions
Pronominal binding, 246, 263
Pronoun

anaphoric, 17, 357
null, xiii, 244, 248, 251-252, 258-

259, 264-265, 269
reflexive, see also Anaphor; Re-

flexives, 94n
resumptive, 257-258

Proper instantiation, 96
Pruning, see also Factored extrac-

tion
factored, 413, 418, 421-425
interleaved, 409-414, 421-425
non-interleaved, 414-415, 421-425

Pumping lemma, see Regular sets,
pumping lemma for

Quantification, 76-77, 81, 133, 275,
277

existential, 148, 168, 179, 376
Quantifier

variable-binding, see Operator, variable-
binding
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Quantifyingln rule, 304-306
Questions, 263

embedded, 159

Raising, 73, 80-81, 152, 322-323
"light predicate", 255n

Reanalysis, 145n
Recognition problem, 334-336

computational complexity of, 334-
335

Reconstruction, 261
Recursion, 97n, 115-117, 117n
Redundancy rule, see Lexical re-

dundancy rule
Reentrancy, see also Constraint sys-

tem, disjunctive, 397-398
Reflexives, see also Anaphor; Pro-

noun, reflexive, 172-173
Regular

languages, 148, 169, 179
sets

pumping lemma for, 181, 191
Relational Grammar, 36n, 137
Relative clauses, 101,190, 207-208,

321
Japanese, 160-161

Restriction operator, xiii, 276
Restructuring, 98n
Right-node raising, 228, 228n
Root node category superscript no-

tation, 94
Russian, xiv

S-structure, see Semantic structure;
Transformational grammars

Sanskrit, xiv
Satisfiability, 132-133, 181-190, 386-

392
algorithm

deductive expansion, 386-387
rewriting, 387-388

attribute-value system, see Sat-
isfiability, f-description

conjunctive normal form, 385
f-description, 46, 149-150

NP-complete, 370, 373, 374, 385,
391

PSPACE-complete, 370
Shonfinkel-Bernays formulae, 370

SB, see Schonfmkel-Bernays formu-
lae

Scandinavian, 98, 172
Schemata, 39-40, 314

identification, see also Equality
predicate, 40, 121

instantiation of, 39-40
membership, 68

Schonfinkel-Bernays formulae, 333,
370-371

Scope, 81, 133, 288-290
Scrambling, 254, 258, 260-261

vs. extraction, 262-263
Semantic completeness, see Com-

pleteness condition, seman-
tic

Semantic composition, xiii
Semantic form, see also Lexical form,

32-35, 45, 77, 124, 125, 193,
275

Semantic grammars, 348, 364
Semantic interpretation, see also Quan-

tifyingln rule, xiii, 31-32, 275-
277

complete, 295
compositional, 295

Semantic structure (s-structure), x,
23-24, 209-210, 280, 282-283,
300-301, 315, 362, 363

Serbo-Croatian, xiv
Set value notation, 69
Sets, see also Adjunct; Coordina-

tion; Value, disjunctive, 19,
68-69,160-161, 201, 203, 223,
360

Situation semantics, 276, 282, 293-
295, 303

Sluicing, 82
Sorts, 374-375

parameterized, 374
Spanish, 154, 264n, 269
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Square bracket notation ([ ]), 37
State of affairs, 303n

unsaturated, 303n
Structural correspondences, see Cor-

respondence functions
Structural description, see also Code-

scription; Correspondence func-
tions; Functional description,
11-15, 352-359

by analysis, 18, 275-276, 283-
284, 315

functional, see Functional descrip-
tion

through inversion, 22
Subcategorization, 131, 148
Subjacency, see also Island constraints;

Metavariable, bounded dom-
ination, 98, 104n, 257

Subject
instantiation of, 40
null, see also Anaphor, null; Pro-

noun, null, 17
Subject-Auxiliary Inversion, 79-80,

366
Subsistence property, 97n
Substitute, see also F-description

solution operators, 123-125
Subsumption, 149, 191, 205-207,

375-376, 378
constraints, positively occurring,

376
of constraint systems, 375
of feature structure elements (C),

375-376
Superiority, 174
Surface-structure, 341
Survivor property, 97n
Swedish, 85, 98, 105, 172-173, 257
Symbol, 32, 50-51, 124, 125
Syntactic binding domain, see Con-

stituent control domain
Syntactic rank, 242, 247

and noncoreference, 247
and operator binding, 252, 267
vs. c-command, 246, 252n

Taiwanese, xiv
Temporal structure, 323-324
To-dative, see Dative
TOPIC function, 75n, 106, 148, 152-

154
Topicalization, 146-147, 150-154,

178, 179, 233-237, 257, 263
Tottj/i-movement, 75n, 85, 105-110
Trace, see also Empty category; Gap,

87n
Transformational grammars, see also

Deletion; Deep-structure; D-
structure; Movement rules; Log-
ical Form; Reconstruction; Re-
structuring; S-structure; Surface-
structure; Subjacency; Subject-
Auxiliary Inversion, 3, 331,
340-341

auxiliary in, 79-80
causatives in, 162
constituents in, 200
grammatical relations in, 137
imperatives in, 72
long-distance dependencies in, 146
mapping in, 350
null subjects in, 17, 356
scrambling in, 260-261

Tree, see Constituent structure; Phrase
structure; X'-theory

Tuki, 258
Turing machine, see also General

rewriting system, 113, 117n,
350

Turkish, xiv

Unaccusativity, xii
Unbounded dependency, see Long-

distance dependency
Unbounded uncertainty, see Func-

tional uncertainty
Uncertainty path, see also Func-

tional uncertainty
body, 152-153
bottom, 152-153

Unification, 2, 294-295, 302-304,
393-395, 422-423
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as indexing, 394-395 free, see Scrambling
constraint-based, 412
contexted, 412, 423 X -theorv> 97> 221

feature-logic based, 412 XCOMP, 232
feature-structure, 393 Zero ̂ p^ see Ana hol] nun

Unification grammars, 297, 388
Uniqueness condition, see also Func-

tional well-formedness condi-
tions, 19, 36, 37, 55, 58-61,
67-69, 79,120,141, 201, 352,
362

definition of, 37
Uniqueness condition (consistency

condition), 352
Up-arrow notation (t), see also Metavari-

able, immediate domination,
18, 285, 358

Urdu, xii, 261

Value, 32, 46, 68
disjunctive, 395-397
FORM, 66
function, 37-38
primitive types of, 32
set, see also Adjunct; Coordina-

tion; Set value notation; Sets;
Value, disjunctive, 32, 68-69

Verb raising, 222-223, 227-229
Verb-second constraint, 140
Verification problem, 133, 180-181
Vorfeld, see also Middlefield, 238

Wambaya, xiv
Warlpiri, xiv
Weak crossover, see also Binding,

syntactic; Operator binding;
Syntactic rank; Linear order
condition, 212-213, 241-242,
252-253, 255-263

Well-formedness conditions, see Func-
tional well-formedness condi-
tions

Wh-feature, 93
Wh-in-situ, x
Word order, x, 211-213, 219-220,

229-230, 233-237


